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Motivation - The Data Avalanche
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https://youtu.be/IbRWdOqWrEk

https://youtu.be/IbRWdOqWrEk


Data growth
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From data set to Science Platform
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Data types at Data Lab

Currently

Catalogs
(2D tables)

Images
(2D arrays)

Heterogeneous
data collections
(file service)

Currently

1D spectra
(queryable)

Soon
DESI

Future
2D spectra
IFU cubes &
complex data

GMOS-IFU,
MaNGA, 
US-ELTs,
...
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Scientific services at Data Lab
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Use these 
front-ends...

...to interface
these services...

…to/or access
these data



High-level goals
● Enable easy exploration of very large data holdings

→ catalogs, pixels, spectra, survey file collections…

● Connect the various data products, joint analysis
→ e.g. find interesting objects in catalogs, now find good images of them

● Enable remote analysis
→ Bring your code & algorithms & your data to the Big Data;
     execute code on our servers; analyze; visualize; publish

● Enable easy user collaboration
→ sharing of query results, data sets, notebooks, group databases & storage
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Some large tables at Data Lab
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NOIRLab Source Catalog (NSC)
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● 35,273 sq deg
● u,g,r,i,z,U,VR bands
● 412,116 exposures
● 3.9 billion objects
● 69 billion measurements
● 100s of epochs in some regions
● 21-23.6 mag median depth
● 0.99-1.35 arcsec median seeing
● Photometric calibration accuracy 1-2%
● Astrometric calibration accuracy 2 mas

● DR3 with PSF photometry mid-2022
Nidever+2021 (AJ)



(Visual) data exploration

Survey footprint navigation Pan & Zoom
(here on the LMC)

Catalog overlays
(here SMASH fields)

Also looking into 
other viewers, e.g.
- Legacy Sky Viewer
- hscMap
- ESA Sky
- Firefly
- WWT
- ...

Web survey viewer
(based on Aladin Lite)
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Getting to catalog data (1)

● SQL-like queries via TAP→ PostgreSQL and ADQL
● Both sync and async queries→ Submit & wait / Submit & check later
● Can query both DL catalog holdings and user’s MyDB
● Clients:

TAP-aware (e.g. TOPCAT) queryClient.py (notebooks, scripts)

datalab CLI (on local computer)

Query from DL website

11



Getting to catalog data (2)

● Query results can be either:
- Streamed back to client → Convert yourself, according to your needs
- Loaded as table straight to user’s MyDB → Great for subsequent x-matching
- Saved as file to user’s VOSpace → Great for sharing as a file with others

● Output can be streamed back in various formats, e.g.
- CSV stream
- Pandas data frame
- VOTable, AstropyTable
- Numpy array, record array, ...
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Getting to catalog data (3)

● Query performance is key
● Optimized PostgresSQL (config), optimized tables (index cols, dtype stacking)
● Fast H/W is paramount (throughput)
● In summer 2019 we switched to SSD-based systems

● Expanding SSD storage again now (to ~150 TB, RAID-6)

We are now purely CPU-bounded up to 
~15 sustained large queries running in 
parallel; a good place to be!
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Connecting catalogs with catalogs: 
Cross-matching

Python API
(e.g. in Jupyter notebooks)

Positional cross-matching web tool
(uses same API)

On the backend: (Quad Tree Cube, Q3C)
Very fast!            (Koposov & Bartunov 2006)

Tens of millions of rows in user table
are no problem
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● Originally: on a what-makes-sense-per-survey basis
● Now working toward an (almost) automated mechanism:

- For each new data set, x-match against all reference sets
    Astrometry: latest Gaia gaia_edr3.gaia_source, gaia_dr2.gaia_source
    Photometry: latest NSC nsc_dr2.object, unwise_dr1.object
    Spectroscopy: latest sdss_drN.specobjall (currently N=16)
- Default matching radius (1.5”), single nearest neighbor, no empty rows
- Match table has few columns: id1,ra1,dec1,id2,ra2,dec2,angular distance
- Re-compute when reference data sets are updated

Connecting catalogs with catalogs: 
Cross-matching / Pre-computed x-match tables
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Connecting catalogs with pixels:
SIA service and image cutout

Simple Image Access:

● Query metadata DB about images that 
contain RA/Dec position

● Constraints are possible
(i.e. exposure time, product type, ...)

● access_url field has link to FITS file
● fov argument used to compute a 

(usually) square cutout
● We query own image holdings & those 

at the NOIRLab Astro Data Archive
From the recent 
GOGREEN-Gemini-LLP
& Data Lab joint DR1
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User data storage services
Co-location of user data and DL holdings

User file storage: VOSpace

● 1 TB / user (soft quota)
● read/write, access via storeClient.py and datalab CLI
● public/ subdirectory to share files with other users
● read-only linked in user’s Jupyter notebook space

User database: MyDB

● 250 GB / user (soft quota)
● read/write, access via queryClient.py and datalab CLI
● also used for very fast positional cross-matching
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File services: public VOSpace

Public (read-only) file services to serve 
heterogeneous survey file collections, e.g.

● Arbitrary directory structure
● Weight masks, images, catalog files
● Documentation files
● “Aux” files… anything goes

Access through storeClient.py and 
datalab CLI
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Next: massively-multiplexed spectro
Next frontier are data products from massively-multiplexed spectroscopic surveys:
● Past and now: SDSS, including SDSS-V
● Now and soon: DESI
● Future: MSE, FOBOS, ...

Issues:
● Traditional spectra access via FITS files is painfully slow (>1s)
● Overhead in file I/O.
● Not feasible for many spectra.

⇒ Develop fast spectro service.
⇒ How do we access millions of spectra quickly?
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★ 14,000 square degrees
★ 40 million spectra of galaxies and quasars!
★ 10 million spectra of stars
★ Commissioning/early SV data in 2019-20
★ 5-year survey to start soon

Mayall 4m (Kitt Peak, AZ)
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Slide courtesy S. Juneau



Science Example - Stacking spectra
Stacking SDSS Spectra of Galaxies Selected from the BPT Diagram
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● With Data Lab SDSS file service, the notebook 
executed in 7.5min using 4x100 spectra

● Using the current DL Spectral Service 
demonstrator, notebook completes in 25 sec
(8 sec for spectrum access)

● Currently developing production-level system 
that can scale to DESI

Slide courtesy M. Fitzpatrick



Bring your analysis to the big data

● Remote computing, co-location with data
● No installation required (just a browser)
● Jupyter notebook server
● DL-curated NB suite + user-contributed NBs
● Full astro S/W stack installed
● Planned: users own their containers, e.g.

- can install S/W
- can start from scratch any time

● Interfaces to data, to services, and to user 
storage (DB and VOSpace)
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Many ways to connect to the data

● Support standard IVOA protocols wherever possible
e.g. TAP, SIA, ADQL, (SSA)

● Develop purposefully custom mechanisms where needed
e.g. PostgreSQL, Q3C

● Translate between layers where needed
e.g. Data Lab queryClient, storeClient

● Support various access modes
e.g. sync and async queries

● Support various (popular) access methods
e.g. Python API (notebooks, scripting), CLI, TOPCAT,
Web portal services
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Planned: self-managed user groups
To enable easy user collaboration and data sharing:

● User can create group → Spontaneous collaborations
● Can invite/remove others → Membership management by group itself
● Can assign roles → E.g. admin, write+read, read-only
● Can attach storage → Group-owned VOSpace and MyDB instances
● Admin/owner can dissolve group again → Wrap it up when done
● Projects can mint DOIs → E.g. for a paper manuscript

Solutions exist already out there. Adapt and/or emulate what’s great, e.g.:

● Sci Server’s group management + storage volume attachment
● CADC VOSpace 2.0 with DOI minting capability
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Also a service: User support

Sign up for a free Data Lab account: https://datalab.noirlab.edu/

Get help from the DL team (we solve every help request)
  Email: datalab@noirlab.edu
  Helpdesk: https://datalab.noirlab.edu/help
  User Manual: https://datalab.noirlab.edu/docs/manual
  Code base: https://github.com/noaodatalab/
  Suite of example NBs: https://github.com/noaodatalab/notebooks-latest/
  Ping us on Twitter: @DataLabAstro

If needed: install Data Lab clients and CLI on local computer:
   pip install noaodatalab  ← Still ‘noao’ in the name
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● A Science Platform combines big data, co-located (remote) compute, data 
discovery, easy data access, analysis, visualization, and collaborative working.

● As part of the larger NOIRLab data ecosystem, the Data Lab Science Platform 
does all these, while hosting one of the largest collections of photometric data, 
image datasets, and adding spectroscopic capabilities. Importantly, users can 
access all data products from raw to HLSP.

● We are a community Science Platform: users-first, open-source (client code 
and NB collection), open-access (most data sets), open-standards (supporting 
IVOA standards and interoperability).

The three things to take away
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Obrigado.
Thank you.

robert.nikutta@noirlab.edu
 

datalab.noirlab.edu


