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Survey Science : a Paradigm Shift

Image credit: SDSS 3



An Exciting Time for Survey Science!

 4

Image credit: SDSS



An Exciting Time for Survey Science!
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DES et al. (2016)

DES (5000 sq. deg)



LSST (20000 sq. deg)
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An Exciting Time for Survey Science!

Image credit: LSST
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An Exciting Time for Survey Science!

Image credit: PlanckImage credit: Planck



 

Outline

• Cosmology from Large-Scale Structure (LSS)
• Modern galaxy surveys

• The Dark Energy Survey (DES)
• The Large Synoptics Survey Telescope (LSST)

• Two-point (2pt) statistics galore
• Cosmic shear: 1x2pt
• “3x2pt”
• “5x2pt”

• Beyond 2pt
• Summary and outlook
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The “Standard Model” of cosmology.



Open Questions
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Image credit: NASA/WMAP

cosmological 
constant?
modify gravity?
dark energy?ultra-high 

energy physics?
Dark Matter

H0/S8 Tension?



Large-Scale Structure (LSS) 
as a Cosmological Probe

Two general classes of cosmological 
probes: those that measure the 
spacetime geometry, and those that 
measure the growth of structure. 
LSS probes both.

One can imagine if we can map out the full field of cosmic structures, we would 
have measured most of what is there to be measured. That is, the ultimate 

measurement is to create a 3D map of the distribution of stuff in the Universe.



Summary Statistics

• One-point (1pt) statistics: 
mean, variance, quartile

• Two-point (2pt) statistics: 
power spectrum, correlation 
functions, second moments, 
aperture statistics

• Three-point (3pt) statistics: 
Bi-spectrum three-point 
functions, skewness

• Higher-point statistics
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Light ≈ Mass

Luminous Matter 
(Galaxies)

Dark Matter

Image credit: 
Millennium 
Simulation

Image credit: SDSS

~15%

~85%
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mass

source image

observer

Gravitational Lensing 
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deflection / GM

c2b

DLS

DS

According to GR, light 
is bent when traveling 
through spacetime 
perturbed by mass 
distributions.



mass

source image

observer
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Weak Lensing (WL): 

Using statistically 
coherent distortion 
of galaxy shapes, or 
shear, to infer (dark) 
matter distribution. 

• Typical galaxy 
intrinsic shape    ~0.3

• Lensing from large-
scale structure   ~0.01 

�
�

�

Gravitational Lensing 
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C� = C =

✓
3H2

0⌦m

2c

◆2 Z �H

0
d�

W
2(�)

a2(�)
P�

✓
`

�
,�

◆
C� = C =

✓
3H2

0⌦m

2c

◆2 Z �H

0
d�

W
2(�)

a2(�)
P�

✓
`

�
,�

◆

✓

⇠±(✓) =

P
wiwj(�i

t(✓0)�
j
t (✓0 + ✓)± �i

⇥(✓0)�
j
⇥(✓0 + ✓))P

wiwj

⇠±(✓) =
1

2⇡

Z
d``J0/4(✓`)C�(`)

Cosmic shear



 17

108 1011 1015 1017 1020 (Hz)

Radio Microwave IR-Optical UV X-ray Gamma-ray

100 10-3 10-7 10-8 10-11 (m)

Ground

Space

Cosmic Surveys: Mapping the Sky



The Dark Energy Survey
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DES is an imaging survey using the 
Dark Energy Camera on the Blanco telescope

SV: 2012-2013, Y1: 2013-2014, Y6 finished this year

5 filter bands (grizY), 3 sq. deg FOV, 
5.5 years, 5000 sq. deg, i~24

Wide field and time-domain science

>200 publications
public data release

Image credit: DES 18
(1 tiling =  
90 s exposure)



The Dark Energy Survey
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DES is an imaging survey using the 
Dark Energy Camera on the Blanco telescope

SV: 2012-2013, Y1: 2013-2014, Y6 finished this year

5 filter bands (grizY), 3 sq. deg FOV, 
5.5 years, 5000 sq. deg, i~24

Wide field and time-domain science

>200 publications
public data release

Image credit: DES 18
(1 tiling =  
90 s exposure)

Y1

SV



The Large Synoptics Survey Telescope
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LSST is an imaging survey 
scheduled science run ~2022

6 filter bands (ugrizY), 10 sq. deg FOV, 
10 years, ~3 day cadence, 20000 sq. deg, i~27

Wide field and time-domain science

Image credit: LSST 19



LSST is an imaging survey 
scheduled science run ~2022

6 filter bands (ugrizY), 10 sq. deg FOV, 
10 years, ~3 day cadence, 20000 sq. deg, i~27

Wide field and time-domain science

!20

Image credit: LSST

The Large Synoptics Survey Telescope



Cosmic Shear
A Unified Analysis of Four Cosmic Shear Surveys (1808.07335)

 21
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Figure 7. Mean and 68% error bars for the parameter �8 (⌦m/0.3)
↵, for various cosmic shear

observations, plotted as function of their publication date (first arXiv submission). All parameter
values are given in Table 7.1. Di↵erent surveys are distinguished by colour as indicated in the
figure. Data points are shown for second-order statistics (circles), third-order (diamonds), 3D lensing
(pentagons), galaxy-galaxy lensing (+ galaxy clustering; triangle), and CMB (squares).

et al. 2000, Van Waerbeke et al. 2000, Wittman et al. 2000). The observations were taken with

di↵erent cameras and telescopes — the Prime Focus Imaging Camera (PFIC) on the William-Herschel

Telescope (WHT), UH8K and CFH12K on the Canada-France Hawaii Telscope (CFHT), and the

Big Throughput Camera (BTC) on Blanco — and covered sky areas between 0.5 and 1.5 deg2. These

early analyses measured correlations of galaxy ellipticities that were larger than the expected residual

systematics. Limits on ⌦m and �8 could be obtained.

Those exploratory results were very soon followed by other surveys from a wide range of

telescopes, for example CFH12K/CFHT with the Red-sequence Cluster Survey (RCS) and VIRMOS-

DESCART (Van Waerbeke et al. 2001, Van Waerbeke et al. 2002, Hoekstra et al. 2002b, Hoekstra

et al. 2002c, van Waerbeke et al. 2005), FORS1 (FOcal Reducer and Spectrograph)/VLT (Very Large

Telescope; Maoli et al. 2001), the 75-deg2 survey with BTC/Blanco-CTIO (Jarvis et al. 2003, Jarvis

et al. 2006), PFIC/WHT (Massey et al. 2005), ESI (Echelle Spectrograph and Imager)/Keck II

(Bacon et al. 2003), WFI at MPG/ESO 2.2m with the Garching-Bonn Deep Survey (GaBoDS;

Hetterscheidt et al. 2007), and Suprime-Cam/Subaru (Hamana et al. 2003).

Cosmic shear then was measured using MegaCam/CFHT on the Canada-France Hawaii Legacy

Survey (CFHTLS). During five years this large program observed 170 square degrees in five optical

bands. First results from the first data release were published over 22 deg2 of the wide part (Hoekstra

et al. 2006) and the 3 out of the 4 deg2 of the deep part (Semboloni et al. 2005).

Apart from those ground-based observations, cosmic shear was successfully detected with the

2016 2018

DES
KiDS

Kilbinger (2015)

A History of Cosmic Shear
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Survey (CFHTLS). During five years this large program observed 170 square degrees in five optical

bands. First results from the first data release were published over 22 deg2 of the wide part (Hoekstra

et al. 2006) and the 3 out of the 4 deg2 of the deep part (Semboloni et al. 2005).

Apart from those ground-based observations, cosmic shear was successfully detected with the
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A History of Cosmic Shear
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et al. 2000, Van Waerbeke et al. 2000, Wittman et al. 2000). The observations were taken with

di↵erent cameras and telescopes — the Prime Focus Imaging Camera (PFIC) on the William-Herschel

Telescope (WHT), UH8K and CFH12K on the Canada-France Hawaii Telscope (CFHT), and the

Big Throughput Camera (BTC) on Blanco — and covered sky areas between 0.5 and 1.5 deg2. These

early analyses measured correlations of galaxy ellipticities that were larger than the expected residual

systematics. Limits on ⌦m and �8 could be obtained.

Those exploratory results were very soon followed by other surveys from a wide range of

telescopes, for example CFH12K/CFHT with the Red-sequence Cluster Survey (RCS) and VIRMOS-

DESCART (Van Waerbeke et al. 2001, Van Waerbeke et al. 2002, Hoekstra et al. 2002b, Hoekstra

et al. 2002c, van Waerbeke et al. 2005), FORS1 (FOcal Reducer and Spectrograph)/VLT (Very Large

Telescope; Maoli et al. 2001), the 75-deg2 survey with BTC/Blanco-CTIO (Jarvis et al. 2003, Jarvis

et al. 2006), PFIC/WHT (Massey et al. 2005), ESI (Echelle Spectrograph and Imager)/Keck II

(Bacon et al. 2003), WFI at MPG/ESO 2.2m with the Garching-Bonn Deep Survey (GaBoDS;

Hetterscheidt et al. 2007), and Suprime-Cam/Subaru (Hamana et al. 2003).

Cosmic shear then was measured using MegaCam/CFHT on the Canada-France Hawaii Legacy

Survey (CFHTLS). During five years this large program observed 170 square degrees in five optical

bands. First results from the first data release were published over 22 deg2 of the wide part (Hoekstra

et al. 2006) and the 3 out of the 4 deg2 of the deep part (Semboloni et al. 2005).

Apart from those ground-based observations, cosmic shear was successfully detected with the

2016 2018

DES
KiDS

area, depth, analysis techniques, size 
of collaboration, error bars (?!)

Kilbinger (2015)
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et al. 2000, Van Waerbeke et al. 2000, Wittman et al. 2000). The observations were taken with

di↵erent cameras and telescopes — the Prime Focus Imaging Camera (PFIC) on the William-Herschel

Telescope (WHT), UH8K and CFH12K on the Canada-France Hawaii Telscope (CFHT), and the

Big Throughput Camera (BTC) on Blanco — and covered sky areas between 0.5 and 1.5 deg2. These

early analyses measured correlations of galaxy ellipticities that were larger than the expected residual

systematics. Limits on ⌦m and �8 could be obtained.

Those exploratory results were very soon followed by other surveys from a wide range of

telescopes, for example CFH12K/CFHT with the Red-sequence Cluster Survey (RCS) and VIRMOS-

DESCART (Van Waerbeke et al. 2001, Van Waerbeke et al. 2002, Hoekstra et al. 2002b, Hoekstra

et al. 2002c, van Waerbeke et al. 2005), FORS1 (FOcal Reducer and Spectrograph)/VLT (Very Large

Telescope; Maoli et al. 2001), the 75-deg2 survey with BTC/Blanco-CTIO (Jarvis et al. 2003, Jarvis

et al. 2006), PFIC/WHT (Massey et al. 2005), ESI (Echelle Spectrograph and Imager)/Keck II

(Bacon et al. 2003), WFI at MPG/ESO 2.2m with the Garching-Bonn Deep Survey (GaBoDS;

Hetterscheidt et al. 2007), and Suprime-Cam/Subaru (Hamana et al. 2003).

Cosmic shear then was measured using MegaCam/CFHT on the Canada-France Hawaii Legacy

Survey (CFHTLS). During five years this large program observed 170 square degrees in five optical

bands. First results from the first data release were published over 22 deg2 of the wide part (Hoekstra

et al. 2006) and the 3 out of the 4 deg2 of the deep part (Semboloni et al. 2005).

Apart from those ground-based observations, cosmic shear was successfully detected with the

2016 2018

DES
KiDS

area, depth, analysis techniques, size 
of collaboration, error bars (?!)

Kilbinger (2015)
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Goals: 

• Build a prototype pipeline for DESC cosmology analysis (led by Mike 
Wang @ Fermilab).

• Compare the effect of the different model assumptions / priors /
covariances / scale cuts to the cosmological constraints in precursor 
cosmic shear surveys.
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ABSTRACT
In the past few years, several independent collaborations have presented cosmological
constraints from tomographic cosmic shear analyses. These analyses differ in many aspects:
the datasets, the shear and photometric redshift estimation algorithms, the theory model
assumptions, and the inference pipelines. To assess the robustness of the existing cosmic
shear results, we present in this paper a unified analysis of four of the recent cosmic shear
surveys: the Deep Lens Survey (DLS), the Canada-France-Hawaii Telescope Lensing Survey
(CFHTLenS), the Science Verification data from the Dark Energy Survey (DES-SV), and
the 450 deg2 release of the Kilo-Degree Survey (KiDS-450). By using a unified pipeline, we
show how the cosmological constraints are sensitive to the various details of the pipeline.
We identify several analysis choices that can shift the cosmological constraints by a signif-
icant fraction of the uncertainties. For our fiducial analysis choice, considering a Gaussian
covariance, conservative scale cuts, assuming no baryonic feedback contamination, identical
cosmological parameter priors and intrinsic alignment treatments, we find the constraints
(mean, 16% and 84% confidence intervals) on the parameter S8 ⌘ s8(Wm/0.3)0.5 to be
S8 = 0.942+0.046

�0.045 (DLS), 0.657+0.071
�0.070 (CFHTLenS), 0.844+0.062

�0.061 (DES-SV) and 0.755+0.048
�0.049

(KiDS-450). From the goodness-of-fit and the Bayesian evidence ratio, we determine that
amongst the four surveys, the two more recent surveys, DES-SV and KiDS-450, have
acceptable goodness-of-fit and are consistent with each other. The combined constraints are
S8 = 0.790+0.042

�0.041, which is in good agreement with the first year of DES cosmic shear results
and recent CMB constraints from the Planck satellite.

1 INTRODUCTION

The large-scale structure of the Universe bends the light rays emit-
ted from distant galaxies according to General Relativity (Einstein

1936). This effect, known as weak (gravitational) lensing, intro-
duces coherent distortions in galaxy shapes, which carry informa-
tion of the cosmic composition and history.

One of the most common statistics used to extract this infor-
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FIG. 2: The location and footprints of the four surveys analyzed in this paper.

z ⇠ 22.3 Y?, respectively. The average seeing is X in Y.
The cosmology analysis from weak lensing was pre-

sented in [7], while the details and testing of the mea-
surements were recorded in [43]. Two independent shear
catalogs were produced from the DES-SV data and have
been extensively tested in [44]. The first shear mea-
surement algorithms is ngmix [45], which is a fast fit-
ting Bayesian fitting algorithm that models galaxies as
a mixture of Gaussian profiles. The second method is
Im3shape [46], which is a maximum likelihood fitting
code, calibrated via a large suite of image simulations.
Several photo-z algorithms were tested in [43] and [29]
including SkyNet [47] and BPZ [35]. In [7], results
from all shear and photo-z catalogs were presented and
showed to be consistent. In this work we use only the ng-
mix catalog since it contains higher signal-to-noise and
the SkyNet photo-z. All catalogs are publicly available
at [63].

The analysis pipeline we use in this paper is based
on ComoSIS [48], which is the same framework used in
DES-SV, so we expect very good agreement between our
analysis and this dataset.

D. KiDS-450: the 450 deg2 Kilo-Degree Survey

The KiDS-450 dataset consists of 5 separate patches
covering a total of ⇠ 450 deg2. Data was taken using
the OmecaCAM CCD Mosaic camera mounted at the
Cassegrain focus of the VLT Survey Telescope (VST).
There are four SDSS-like filter bands, u, g, r, i, and the
image depth is approximately 24.3, 25.1, 24.9, 23.8 in
each band, respectively (5� limit in 2 arcsec aperture).
The median seeing is 0.66 arcsec in r, and no r-band
images have seeing greater than 0.96 arcsec.

The cosmology analysis from cosmic shear using KiDS-
450 data was presented in [10], while extensions includ-
ing other cosmology probes were followed in [49] and
[50]. The measurement and analysis pipeline was largely
based on that used in CFHTLenS [9], which includes us-
ing LensFit [41] for shear estimation. Updates from

the CFHTLenS analysis include shear calibration from
more sophisticated image simulations [51], as well as a
new approach for estimating photo-z and propagating
photo-z uncertainties into cosmological inferences, which
we briefly describe below.
The n(z) estimation in KiDS-450 is based on ideas pre-

sented in Lima et al. [52] and partially implemented in
Bonnett et al. [29], referred to in [10] as the “weighted
direct calibration (DIR)” method. The n(z) is taken
directly from the redshift distribution of a spectro-
scopic sample with appropriate re-weighting in the color-
magnitude space to correct for the incompleteness and
selection e↵ects in both the shear catalog and the spec-
troscopic sample. When incorporating into the cosmo-
logical inference, instead of parametrizing the redshift
uncertainty as a shift in the mean of the n(z) (which is
the method employed by all other three surveys), Hilde-
brandt et al. [10] chooses to directly account for the vari-
ation in the n(z) itself and the correlation between the
errors. This is done by running a large number (750 is
used in the analysis) of chains for each cosmological infer-
ence, where each chain uses a di↵erent bootstrap sample
of the n(z), and combining all the chains at the very end.
As the current WLPipe is not able to implement this op-
eration, we calculate the standard deviation of the mean
redshift for each of the 1000 bootstrap n(z)’s provided
by the collaboration to be [0.036, 0.015, 0.010, 0.006] for
each of the redshift bins, and use these values as the pri-
ors on the photo-z uncertainty the same way as the other
surveys (see Sec. IVC).

III. PIPELINE

A directed acyclic graph representing the modular
pipeline developed for this analysis is shown in Fig-
ure 3. The pipeline is implemented using the Pega-
sus [32] workflow management system. Starting from
the top, catalogs from each survey are fed into the first
two branches of the pipeline which are run in paral-
lel. The branch starts with performing sample selection

DLS
(Jee et al. 2015)
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FIG. 1: Tomographic redshift distribution of the DLS,
CFHTLenS, DES-SV and KiDS-450 cosmic shear analyses.
Note that the scale on the x-axis is di↵erent for DLS, which
probes larger redshifts because the data set is much deeper
than the other surveys.

A. DLS: the Deep Lens Survey

DLS [? ] consists of five 2⇥2 deg2 fields. Two fields
were taken by the Kitt Peak Mayall 4m telescope/Mosaic
Prime-Focus Imager [ref], and the other two by the Cerro
Tololo Blanco 4m telescope/Mosaic Prime-Focus Imager.
The total DLS dataset was taken over 140 nights of B, V ,
R and z imaging. The approximate limiting magnitudes
for each band (at 5�) are 26, 26, 27, 26 in B, V , R and
z, respectively. The average seeing was ⇠ 0.9” in R.

The cosmic shear cosmology analysis from DLS was
first presented in [? ], and later updated with [? ], which
is the analysis we focus on in this paper. The shear mea-
surement method is described in [? ], where an elliptical
Gaussian galaxy model is used and image simulations [?
] were employed for calibration of the shear estimate.
The photometric redshift estimation uses the BPZ code
[? ] and is validated against the PRIsm MUlti-object
Survey (PRIMUS, [? ]) in [? ].

DLS is the deepest and smallest survey of all the four

data sets used in this work. In addition, it is the only
dataset that we do not have access to the catalogs them-
selves, ergo we start from the pre-measured 2pt functions
provided by the collaboration. The one other subtle point
is that in the analysis, the shear calibration and photo-z
biases are assumed to be 100% correlated across redshift
bins (though we have found this to make little di↵erence
if assumed otherwise, i.e. 0% correlation).

B. CFHTLenS: the Canada-France-Hawaii
Telescope Lens Survey

The CFHTLenS data [? ] spans four distinct con-
tiguous fields of approximately 63.8, 22.6, 44.2 and 23.3
deg2. Images are taken via the Canada-France-Hawaii
3.6m Telescope/MegaCam Imager in six filter bands: u⇤,
g0, r0, i0, y0, z. The limiting magnitudes for each band (at
5� in 2” aperture) are 25.24, 25.58, 24.88, 24.54, 24.71,
23.46 in u⇤, g0, r0, i0, y0 and z respectively, while the
average seeing is 0.72” in r0 0.68” in i0.
The cosmic shear cosmology analysis from CFHTLenS

was presented first in [? ] and later updated in [? ] and
then [? ], which is the focus of this paper. The shear mea-
surement was based on the LensFit package [? ], which
is a likelihood-based model-fitting approach that allows
for joint-fitting over multiple measurements of the same
galaxy. A two-component (disk plus bulge) model is used
for the galaxy shape and to extract the galaxy ellipticity,
the method marginalizes over nuisance parameters such
as galaxy position, size, brightness and bulge fraction.
[? ] describes the simulation-based calibrations that is
applied to the shear catalog. The photometric redshift
estimation was based on the BPZ code [? ]. The catalogs
are publicly available [? ].
As seen in Fig. (1), the CFHTLenS analysis uses the

largest number of photometric bins, and is the only sur-
vey that estimated negligible shear calibration biases.
It is also the only survey that included the impact of
baryons when comparing theory to data in its default
cosmology analysis. In addition, extensive explorations
of the e↵ect of di↵erent Intrinsic Alignment (IA) mod-
els, baryonic models, and photo-z uncertainties were per-
formed, which is extremely valuable for this work in com-
paring the di↵erent data sets.

C. DES-SV: the Dark Energy Survey Science
Verification Data

The DES-SV dataset was taken before the o�cial DES
run began and was designed to cover a smaller area
(⇠ 250 deg2) to full depth expected for DES. The area
used in the cosmology analysis is the SPT-E field with a
contiguous area of 139 deg2. Images were taken with the
Dark Energy Camera [? ] on the Cerro Tololo Blanco
4m telescope. Five filter bands: g, r, i, z, Y were used
to a median depth of g ⇠ 24.0, r ⇠ 23.9, i ⇠ 23.0 and

Implemented with Pegasus (FNAL) & Parsl (NERSC)
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Figure 6. Here we compare the constraints of the four surveys from the published results and the WLPIPE reanalysis. We show the marginalized constraints
on Wm and S8 ⌘ s8(Wm/0.3)0.5 from the paper-provided chains (the Published Baseline case, left panel) and from WLPIPE in the Baseline case. Note that
compared to the Published Nominal results, here the KiDS-450 contours do not include baryonic effects, while the CFHTLenS contours do not include any
systematic uncertainties.

Table 4. Comparison metrics for all pairs of surveys in the Published Base-
line analysis case: constraints from the individual collaborations that we
choose as baseline to reproduce. For the S8 values, we list the mean and the
16% and 84% confidence intervals. For CFHTLenS and KiDS-450, these
are different from the Published Nominal analysis case: constraints from
the individual collaborations that can be viewed as the representative re-
sults.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

S8 0.818+0.030
�0.030 0.731+0.030

�0.030 0.813+0.059
�0.058 0.727+0.033

�0.032
DS8-(1) – 2.1 0.076 2.1
DS8-(2) – – 1.2 0.087
DS8-(3) – – – 1.3

that in the data configuration used in the individual surveys, the
raw statistical power of the measurement is similar for DLS and
CFHTLenS, while DES-SV is about half the S/N and KiDS-450 is
in between. One interesting observation is that DLS achieves the
high S/N even with a significantly smaller area – this highlights
the power of having high-redshift data. A slightly worrying point is
that the goodness-of-fits for DLS and CFHTLenS are quite low. For
the pair-wise DS8, we find trends reflecting what is seen from the
figures – all four surveys are broadly consistent with Table 3 show-
ing some low-level discrepancies (1.5s ) in S8 between CFHTLenS
and DLS.

For the Published Baseline chains, we list the S8 constraints
and DS8 values in Table 4. We do not list the goodness-of-fit here
since they are not all available in the papers, and are not directly
comparable with the values in Table 3. We just quote two num-
bers that available: in Joudaki et al. (2017a), the reduced c2 for the
fiducial CFHTLenS analysis best-fit is 1.5, whereas in Hildebrandt
et al. (2017), the reduced c2 for the fiducial KiDS-450 analysis

Table 5. S8 constraints, S/N and goodness of fit when we change one anal-
ysis choice at a time in the analysis pipeline from the Baseline case (see
Table 3). For the S8 values, we list the mean and the 16% and 84% con-
fidence intervals. The sections of this table correspond to discussions in
Sec. 5.2, Sec. 5.3 and Sec. 5.4.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

Gaussian covariance matrix (Sec. 5.2)
S8 0.845+0.030

�0.030 0.739+0.024
�0.025 0.834+0.052

�0.050 0.767+0.030
�0.030

S/N 26.0 22.2 12.7 20.4
c2/n 412.5/235 344.3/275 34.6/30 133.0/124
p.t.e. 7.0⇥10�12 0.0028 0.26 0.27

Conservative scale cuts (Sec. 5.3)
S8 0.928+0.050

�0.050 0.731+0.052
�0.050 0.799+0.068

�0.069 0.754+0.055
�0.055

S/N 15.4 16.6 10.0 10.5
c2/n 112.1/89 228.3/132 28.4/25 62.8/56
p.t.e. 0.050 4.0⇥10�7 0.29 0.24

DES-SV priors (Sec. 5.4)
S8 0.851+0.042

�0.042 0.657+0.052
�0.052 0.803+0.059

�0.058 0.764+0.038
�0.038

c2/n 319.5/235 412.2/275 26.9/30 121.5/124
p.t.e. 2.0⇥10�4 1.6⇥10�7 0.63 0.55

KiDS-450 priors (Sec. 5.4)
S8 0.818+0.033

�0.033 0.677+0.039
�0.039 0.807+0.059

�0.059 0.771+0.033
�0.033

c2/n 323.6/235 412.5/275 27.0/30 122.2/124
p.t.e. 1.1⇥10�4 1.5⇥10�7 0.63 0.53

best-fit is 1.3. In Troxel et al. (2018), it was shown that the reduced
c2 for the fiducial KiDS-450 improves to 1.0 when accounting for
the survey geometry.
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Figure 6. Here we compare the constraints of the four surveys from the published results and the WLPIPE reanalysis. We show the marginalized constraints
on Wm and S8 ⌘ s8(Wm/0.3)0.5 from the paper-provided chains (the Published Baseline case, left panel) and from WLPIPE in the Baseline case. Note that
compared to the Published Nominal results, here the KiDS-450 contours do not include baryonic effects, while the CFHTLenS contours do not include any
systematic uncertainties.

Table 4. Comparison metrics for all pairs of surveys in the Published Base-
line analysis case: constraints from the individual collaborations that we
choose as baseline to reproduce. For the S8 values, we list the mean and the
16% and 84% confidence intervals. For CFHTLenS and KiDS-450, these
are different from the Published Nominal analysis case: constraints from
the individual collaborations that can be viewed as the representative re-
sults.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

S8 0.818+0.030
�0.030 0.731+0.030

�0.030 0.813+0.059
�0.058 0.727+0.033

�0.032
DS8-(1) – 2.1 0.076 2.1
DS8-(2) – – 1.2 0.087
DS8-(3) – – – 1.3

that in the data configuration used in the individual surveys, the
raw statistical power of the measurement is similar for DLS and
CFHTLenS, while DES-SV is about half the S/N and KiDS-450 is
in between. One interesting observation is that DLS achieves the
high S/N even with a significantly smaller area – this highlights
the power of having high-redshift data. A slightly worrying point is
that the goodness-of-fits for DLS and CFHTLenS are quite low. For
the pair-wise DS8, we find trends reflecting what is seen from the
figures – all four surveys are broadly consistent with Table 3 show-
ing some low-level discrepancies (1.5s ) in S8 between CFHTLenS
and DLS.

For the Published Baseline chains, we list the S8 constraints
and DS8 values in Table 4. We do not list the goodness-of-fit here
since they are not all available in the papers, and are not directly
comparable with the values in Table 3. We just quote two num-
bers that available: in Joudaki et al. (2017a), the reduced c2 for the
fiducial CFHTLenS analysis best-fit is 1.5, whereas in Hildebrandt
et al. (2017), the reduced c2 for the fiducial KiDS-450 analysis

Table 5. S8 constraints, S/N and goodness of fit when we change one anal-
ysis choice at a time in the analysis pipeline from the Baseline case (see
Table 3). For the S8 values, we list the mean and the 16% and 84% con-
fidence intervals. The sections of this table correspond to discussions in
Sec. 5.2, Sec. 5.3 and Sec. 5.4.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

Gaussian covariance matrix (Sec. 5.2)
S8 0.845+0.030

�0.030 0.739+0.024
�0.025 0.834+0.052

�0.050 0.767+0.030
�0.030

S/N 26.0 22.2 12.7 20.4
c2/n 412.5/235 344.3/275 34.6/30 133.0/124
p.t.e. 7.0⇥10�12 0.0028 0.26 0.27

Conservative scale cuts (Sec. 5.3)
S8 0.928+0.050

�0.050 0.731+0.052
�0.050 0.799+0.068

�0.069 0.754+0.055
�0.055

S/N 15.4 16.6 10.0 10.5
c2/n 112.1/89 228.3/132 28.4/25 62.8/56
p.t.e. 0.050 4.0⇥10�7 0.29 0.24

DES-SV priors (Sec. 5.4)
S8 0.851+0.042

�0.042 0.657+0.052
�0.052 0.803+0.059

�0.058 0.764+0.038
�0.038

c2/n 319.5/235 412.2/275 26.9/30 121.5/124
p.t.e. 2.0⇥10�4 1.6⇥10�7 0.63 0.55

KiDS-450 priors (Sec. 5.4)
S8 0.818+0.033

�0.033 0.677+0.039
�0.039 0.807+0.059

�0.059 0.771+0.033
�0.033

c2/n 323.6/235 412.5/275 27.0/30 122.2/124
p.t.e. 1.1⇥10�4 1.5⇥10�7 0.63 0.53

best-fit is 1.3. In Troxel et al. (2018), it was shown that the reduced
c2 for the fiducial KiDS-450 improves to 1.0 when accounting for
the survey geometry.
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Figure 6. Here we compare the constraints of the four surveys from the published results and the WLPIPE reanalysis. We show the marginalized constraints
on Wm and S8 ⌘ s8(Wm/0.3)0.5 from the paper-provided chains (the Published Baseline case, left panel) and from WLPIPE in the Baseline case. Note that
compared to the Published Nominal results, here the KiDS-450 contours do not include baryonic effects, while the CFHTLenS contours do not include any
systematic uncertainties.

Table 4. Comparison metrics for all pairs of surveys in the Published Base-
line analysis case: constraints from the individual collaborations that we
choose as baseline to reproduce. For the S8 values, we list the mean and the
16% and 84% confidence intervals. For CFHTLenS and KiDS-450, these
are different from the Published Nominal analysis case: constraints from
the individual collaborations that can be viewed as the representative re-
sults.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

S8 0.818+0.030
�0.030 0.731+0.030

�0.030 0.813+0.059
�0.058 0.727+0.033

�0.032
DS8-(1) – 2.1 0.076 2.1
DS8-(2) – – 1.2 0.087
DS8-(3) – – – 1.3

that in the data configuration used in the individual surveys, the
raw statistical power of the measurement is similar for DLS and
CFHTLenS, while DES-SV is about half the S/N and KiDS-450 is
in between. One interesting observation is that DLS achieves the
high S/N even with a significantly smaller area – this highlights
the power of having high-redshift data. A slightly worrying point is
that the goodness-of-fits for DLS and CFHTLenS are quite low. For
the pair-wise DS8, we find trends reflecting what is seen from the
figures – all four surveys are broadly consistent with Table 3 show-
ing some low-level discrepancies (1.5s ) in S8 between CFHTLenS
and DLS.

For the Published Baseline chains, we list the S8 constraints
and DS8 values in Table 4. We do not list the goodness-of-fit here
since they are not all available in the papers, and are not directly
comparable with the values in Table 3. We just quote two num-
bers that available: in Joudaki et al. (2017a), the reduced c2 for the
fiducial CFHTLenS analysis best-fit is 1.5, whereas in Hildebrandt
et al. (2017), the reduced c2 for the fiducial KiDS-450 analysis

Table 5. S8 constraints, S/N and goodness of fit when we change one anal-
ysis choice at a time in the analysis pipeline from the Baseline case (see
Table 3). For the S8 values, we list the mean and the 16% and 84% con-
fidence intervals. The sections of this table correspond to discussions in
Sec. 5.2, Sec. 5.3 and Sec. 5.4.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

Gaussian covariance matrix (Sec. 5.2)
S8 0.845+0.030

�0.030 0.739+0.024
�0.025 0.834+0.052

�0.050 0.767+0.030
�0.030

S/N 26.0 22.2 12.7 20.4
c2/n 412.5/235 344.3/275 34.6/30 133.0/124
p.t.e. 7.0⇥10�12 0.0028 0.26 0.27

Conservative scale cuts (Sec. 5.3)
S8 0.928+0.050

�0.050 0.731+0.052
�0.050 0.799+0.068

�0.069 0.754+0.055
�0.055

S/N 15.4 16.6 10.0 10.5
c2/n 112.1/89 228.3/132 28.4/25 62.8/56
p.t.e. 0.050 4.0⇥10�7 0.29 0.24

DES-SV priors (Sec. 5.4)
S8 0.851+0.042

�0.042 0.657+0.052
�0.052 0.803+0.059

�0.058 0.764+0.038
�0.038

c2/n 319.5/235 412.2/275 26.9/30 121.5/124
p.t.e. 2.0⇥10�4 1.6⇥10�7 0.63 0.55

KiDS-450 priors (Sec. 5.4)
S8 0.818+0.033

�0.033 0.677+0.039
�0.039 0.807+0.059

�0.059 0.771+0.033
�0.033

c2/n 323.6/235 412.5/275 27.0/30 122.2/124
p.t.e. 1.1⇥10�4 1.5⇥10�7 0.63 0.53

best-fit is 1.3. In Troxel et al. (2018), it was shown that the reduced
c2 for the fiducial KiDS-450 improves to 1.0 when accounting for
the survey geometry.
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Figure 6. Here we compare the constraints of the four surveys from the published results and the WLPIPE reanalysis. We show the marginalized constraints
on Wm and S8 ⌘ s8(Wm/0.3)0.5 from the paper-provided chains (the Published Baseline case, left panel) and from WLPIPE in the Baseline case. Note that
compared to the Published Nominal results, here the KiDS-450 contours do not include baryonic effects, while the CFHTLenS contours do not include any
systematic uncertainties.

Table 4. Comparison metrics for all pairs of surveys in the Published Base-
line analysis case: constraints from the individual collaborations that we
choose as baseline to reproduce. For the S8 values, we list the mean and the
16% and 84% confidence intervals. For CFHTLenS and KiDS-450, these
are different from the Published Nominal analysis case: constraints from
the individual collaborations that can be viewed as the representative re-
sults.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

S8 0.818+0.030
�0.030 0.731+0.030

�0.030 0.813+0.059
�0.058 0.727+0.033

�0.032
DS8-(1) – 2.1 0.076 2.1
DS8-(2) – – 1.2 0.087
DS8-(3) – – – 1.3

that in the data configuration used in the individual surveys, the
raw statistical power of the measurement is similar for DLS and
CFHTLenS, while DES-SV is about half the S/N and KiDS-450 is
in between. One interesting observation is that DLS achieves the
high S/N even with a significantly smaller area – this highlights
the power of having high-redshift data. A slightly worrying point is
that the goodness-of-fits for DLS and CFHTLenS are quite low. For
the pair-wise DS8, we find trends reflecting what is seen from the
figures – all four surveys are broadly consistent with Table 3 show-
ing some low-level discrepancies (1.5s ) in S8 between CFHTLenS
and DLS.

For the Published Baseline chains, we list the S8 constraints
and DS8 values in Table 4. We do not list the goodness-of-fit here
since they are not all available in the papers, and are not directly
comparable with the values in Table 3. We just quote two num-
bers that available: in Joudaki et al. (2017a), the reduced c2 for the
fiducial CFHTLenS analysis best-fit is 1.5, whereas in Hildebrandt
et al. (2017), the reduced c2 for the fiducial KiDS-450 analysis

Table 5. S8 constraints, S/N and goodness of fit when we change one anal-
ysis choice at a time in the analysis pipeline from the Baseline case (see
Table 3). For the S8 values, we list the mean and the 16% and 84% con-
fidence intervals. The sections of this table correspond to discussions in
Sec. 5.2, Sec. 5.3 and Sec. 5.4.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

Gaussian covariance matrix (Sec. 5.2)
S8 0.845+0.030

�0.030 0.739+0.024
�0.025 0.834+0.052

�0.050 0.767+0.030
�0.030

S/N 26.0 22.2 12.7 20.4
c2/n 412.5/235 344.3/275 34.6/30 133.0/124
p.t.e. 7.0⇥10�12 0.0028 0.26 0.27

Conservative scale cuts (Sec. 5.3)
S8 0.928+0.050

�0.050 0.731+0.052
�0.050 0.799+0.068

�0.069 0.754+0.055
�0.055

S/N 15.4 16.6 10.0 10.5
c2/n 112.1/89 228.3/132 28.4/25 62.8/56
p.t.e. 0.050 4.0⇥10�7 0.29 0.24

DES-SV priors (Sec. 5.4)
S8 0.851+0.042

�0.042 0.657+0.052
�0.052 0.803+0.059

�0.058 0.764+0.038
�0.038

c2/n 319.5/235 412.2/275 26.9/30 121.5/124
p.t.e. 2.0⇥10�4 1.6⇥10�7 0.63 0.55

KiDS-450 priors (Sec. 5.4)
S8 0.818+0.033

�0.033 0.677+0.039
�0.039 0.807+0.059

�0.059 0.771+0.033
�0.033

c2/n 323.6/235 412.5/275 27.0/30 122.2/124
p.t.e. 1.1⇥10�4 1.5⇥10�7 0.63 0.53

best-fit is 1.3. In Troxel et al. (2018), it was shown that the reduced
c2 for the fiducial KiDS-450 improves to 1.0 when accounting for
the survey geometry.
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Figure 6. Here we compare the constraints of the four surveys from the published results and the WLPIPE reanalysis. We show the marginalized constraints
on Wm and S8 ⌘ s8(Wm/0.3)0.5 from the paper-provided chains (the Published Baseline case, left panel) and from WLPIPE in the Baseline case. Note that
compared to the Published Nominal results, here the KiDS-450 contours do not include baryonic effects, while the CFHTLenS contours do not include any
systematic uncertainties.

Table 4. Comparison metrics for all pairs of surveys in the Published Base-
line analysis case: constraints from the individual collaborations that we
choose as baseline to reproduce. For the S8 values, we list the mean and the
16% and 84% confidence intervals. For CFHTLenS and KiDS-450, these
are different from the Published Nominal analysis case: constraints from
the individual collaborations that can be viewed as the representative re-
sults.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

S8 0.818+0.030
�0.030 0.731+0.030

�0.030 0.813+0.059
�0.058 0.727+0.033

�0.032
DS8-(1) – 2.1 0.076 2.1
DS8-(2) – – 1.2 0.087
DS8-(3) – – – 1.3

that in the data configuration used in the individual surveys, the
raw statistical power of the measurement is similar for DLS and
CFHTLenS, while DES-SV is about half the S/N and KiDS-450 is
in between. One interesting observation is that DLS achieves the
high S/N even with a significantly smaller area – this highlights
the power of having high-redshift data. A slightly worrying point is
that the goodness-of-fits for DLS and CFHTLenS are quite low. For
the pair-wise DS8, we find trends reflecting what is seen from the
figures – all four surveys are broadly consistent with Table 3 show-
ing some low-level discrepancies (1.5s ) in S8 between CFHTLenS
and DLS.

For the Published Baseline chains, we list the S8 constraints
and DS8 values in Table 4. We do not list the goodness-of-fit here
since they are not all available in the papers, and are not directly
comparable with the values in Table 3. We just quote two num-
bers that available: in Joudaki et al. (2017a), the reduced c2 for the
fiducial CFHTLenS analysis best-fit is 1.5, whereas in Hildebrandt
et al. (2017), the reduced c2 for the fiducial KiDS-450 analysis

Table 5. S8 constraints, S/N and goodness of fit when we change one anal-
ysis choice at a time in the analysis pipeline from the Baseline case (see
Table 3). For the S8 values, we list the mean and the 16% and 84% con-
fidence intervals. The sections of this table correspond to discussions in
Sec. 5.2, Sec. 5.3 and Sec. 5.4.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

Gaussian covariance matrix (Sec. 5.2)
S8 0.845+0.030

�0.030 0.739+0.024
�0.025 0.834+0.052

�0.050 0.767+0.030
�0.030

S/N 26.0 22.2 12.7 20.4
c2/n 412.5/235 344.3/275 34.6/30 133.0/124
p.t.e. 7.0⇥10�12 0.0028 0.26 0.27

Conservative scale cuts (Sec. 5.3)
S8 0.928+0.050

�0.050 0.731+0.052
�0.050 0.799+0.068

�0.069 0.754+0.055
�0.055

S/N 15.4 16.6 10.0 10.5
c2/n 112.1/89 228.3/132 28.4/25 62.8/56
p.t.e. 0.050 4.0⇥10�7 0.29 0.24

DES-SV priors (Sec. 5.4)
S8 0.851+0.042

�0.042 0.657+0.052
�0.052 0.803+0.059

�0.058 0.764+0.038
�0.038

c2/n 319.5/235 412.2/275 26.9/30 121.5/124
p.t.e. 2.0⇥10�4 1.6⇥10�7 0.63 0.55

KiDS-450 priors (Sec. 5.4)
S8 0.818+0.033

�0.033 0.677+0.039
�0.039 0.807+0.059

�0.059 0.771+0.033
�0.033

c2/n 323.6/235 412.5/275 27.0/30 122.2/124
p.t.e. 1.1⇥10�4 1.5⇥10�7 0.63 0.53

best-fit is 1.3. In Troxel et al. (2018), it was shown that the reduced
c2 for the fiducial KiDS-450 improves to 1.0 when accounting for
the survey geometry.
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Figure 6. Here we compare the constraints of the four surveys from the published results and the WLPIPE reanalysis. We show the marginalized constraints
on Wm and S8 ⌘ s8(Wm/0.3)0.5 from the paper-provided chains (the Published Baseline case, left panel) and from WLPIPE in the Baseline case. Note that
compared to the Published Nominal results, here the KiDS-450 contours do not include baryonic effects, while the CFHTLenS contours do not include any
systematic uncertainties.

Table 4. Comparison metrics for all pairs of surveys in the Published Base-
line analysis case: constraints from the individual collaborations that we
choose as baseline to reproduce. For the S8 values, we list the mean and the
16% and 84% confidence intervals. For CFHTLenS and KiDS-450, these
are different from the Published Nominal analysis case: constraints from
the individual collaborations that can be viewed as the representative re-
sults.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

S8 0.818+0.030
�0.030 0.731+0.030

�0.030 0.813+0.059
�0.058 0.727+0.033

�0.032
DS8-(1) – 2.1 0.076 2.1
DS8-(2) – – 1.2 0.087
DS8-(3) – – – 1.3

that in the data configuration used in the individual surveys, the
raw statistical power of the measurement is similar for DLS and
CFHTLenS, while DES-SV is about half the S/N and KiDS-450 is
in between. One interesting observation is that DLS achieves the
high S/N even with a significantly smaller area – this highlights
the power of having high-redshift data. A slightly worrying point is
that the goodness-of-fits for DLS and CFHTLenS are quite low. For
the pair-wise DS8, we find trends reflecting what is seen from the
figures – all four surveys are broadly consistent with Table 3 show-
ing some low-level discrepancies (1.5s ) in S8 between CFHTLenS
and DLS.

For the Published Baseline chains, we list the S8 constraints
and DS8 values in Table 4. We do not list the goodness-of-fit here
since they are not all available in the papers, and are not directly
comparable with the values in Table 3. We just quote two num-
bers that available: in Joudaki et al. (2017a), the reduced c2 for the
fiducial CFHTLenS analysis best-fit is 1.5, whereas in Hildebrandt
et al. (2017), the reduced c2 for the fiducial KiDS-450 analysis

Table 5. S8 constraints, S/N and goodness of fit when we change one anal-
ysis choice at a time in the analysis pipeline from the Baseline case (see
Table 3). For the S8 values, we list the mean and the 16% and 84% con-
fidence intervals. The sections of this table correspond to discussions in
Sec. 5.2, Sec. 5.3 and Sec. 5.4.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

Gaussian covariance matrix (Sec. 5.2)
S8 0.845+0.030

�0.030 0.739+0.024
�0.025 0.834+0.052

�0.050 0.767+0.030
�0.030

S/N 26.0 22.2 12.7 20.4
c2/n 412.5/235 344.3/275 34.6/30 133.0/124
p.t.e. 7.0⇥10�12 0.0028 0.26 0.27

Conservative scale cuts (Sec. 5.3)
S8 0.928+0.050

�0.050 0.731+0.052
�0.050 0.799+0.068

�0.069 0.754+0.055
�0.055

S/N 15.4 16.6 10.0 10.5
c2/n 112.1/89 228.3/132 28.4/25 62.8/56
p.t.e. 0.050 4.0⇥10�7 0.29 0.24

DES-SV priors (Sec. 5.4)
S8 0.851+0.042

�0.042 0.657+0.052
�0.052 0.803+0.059

�0.058 0.764+0.038
�0.038

c2/n 319.5/235 412.2/275 26.9/30 121.5/124
p.t.e. 2.0⇥10�4 1.6⇥10�7 0.63 0.55

KiDS-450 priors (Sec. 5.4)
S8 0.818+0.033

�0.033 0.677+0.039
�0.039 0.807+0.059

�0.059 0.771+0.033
�0.033

c2/n 323.6/235 412.5/275 27.0/30 122.2/124
p.t.e. 1.1⇥10�4 1.5⇥10�7 0.63 0.53

best-fit is 1.3. In Troxel et al. (2018), it was shown that the reduced
c2 for the fiducial KiDS-450 improves to 1.0 when accounting for
the survey geometry.
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DLS: nonlinear PS, IA, angular binning
CFHTLenS: nonlinear PS, angular binning
KiDS: covariance, angular binning
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Figure 6. Here we compare the constraints of the four surveys from the published results and the WLPIPE reanalysis. We show the marginalized constraints
on Wm and S8 ⌘ s8(Wm/0.3)0.5 from the paper-provided chains (the Published Baseline case, left panel) and from WLPIPE in the Baseline case. Note that
compared to the Published Nominal results, here the KiDS-450 contours do not include baryonic effects, while the CFHTLenS contours do not include any
systematic uncertainties.

Table 4. Comparison metrics for all pairs of surveys in the Published Base-
line analysis case: constraints from the individual collaborations that we
choose as baseline to reproduce. For the S8 values, we list the mean and the
16% and 84% confidence intervals. For CFHTLenS and KiDS-450, these
are different from the Published Nominal analysis case: constraints from
the individual collaborations that can be viewed as the representative re-
sults.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

S8 0.818+0.030
�0.030 0.731+0.030

�0.030 0.813+0.059
�0.058 0.727+0.033

�0.032
DS8-(1) – 2.1 0.076 2.1
DS8-(2) – – 1.2 0.087
DS8-(3) – – – 1.3

that in the data configuration used in the individual surveys, the
raw statistical power of the measurement is similar for DLS and
CFHTLenS, while DES-SV is about half the S/N and KiDS-450 is
in between. One interesting observation is that DLS achieves the
high S/N even with a significantly smaller area – this highlights
the power of having high-redshift data. A slightly worrying point is
that the goodness-of-fits for DLS and CFHTLenS are quite low. For
the pair-wise DS8, we find trends reflecting what is seen from the
figures – all four surveys are broadly consistent with Table 3 show-
ing some low-level discrepancies (1.5s ) in S8 between CFHTLenS
and DLS.

For the Published Baseline chains, we list the S8 constraints
and DS8 values in Table 4. We do not list the goodness-of-fit here
since they are not all available in the papers, and are not directly
comparable with the values in Table 3. We just quote two num-
bers that available: in Joudaki et al. (2017a), the reduced c2 for the
fiducial CFHTLenS analysis best-fit is 1.5, whereas in Hildebrandt
et al. (2017), the reduced c2 for the fiducial KiDS-450 analysis

Table 5. S8 constraints, S/N and goodness of fit when we change one anal-
ysis choice at a time in the analysis pipeline from the Baseline case (see
Table 3). For the S8 values, we list the mean and the 16% and 84% con-
fidence intervals. The sections of this table correspond to discussions in
Sec. 5.2, Sec. 5.3 and Sec. 5.4.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

Gaussian covariance matrix (Sec. 5.2)
S8 0.845+0.030

�0.030 0.739+0.024
�0.025 0.834+0.052

�0.050 0.767+0.030
�0.030

S/N 26.0 22.2 12.7 20.4
c2/n 412.5/235 344.3/275 34.6/30 133.0/124
p.t.e. 7.0⇥10�12 0.0028 0.26 0.27

Conservative scale cuts (Sec. 5.3)
S8 0.928+0.050

�0.050 0.731+0.052
�0.050 0.799+0.068

�0.069 0.754+0.055
�0.055

S/N 15.4 16.6 10.0 10.5
c2/n 112.1/89 228.3/132 28.4/25 62.8/56
p.t.e. 0.050 4.0⇥10�7 0.29 0.24

DES-SV priors (Sec. 5.4)
S8 0.851+0.042

�0.042 0.657+0.052
�0.052 0.803+0.059

�0.058 0.764+0.038
�0.038

c2/n 319.5/235 412.2/275 26.9/30 121.5/124
p.t.e. 2.0⇥10�4 1.6⇥10�7 0.63 0.55

KiDS-450 priors (Sec. 5.4)
S8 0.818+0.033

�0.033 0.677+0.039
�0.039 0.807+0.059

�0.059 0.771+0.033
�0.033

c2/n 323.6/235 412.5/275 27.0/30 122.2/124
p.t.e. 1.1⇥10�4 1.5⇥10�7 0.63 0.53

best-fit is 1.3. In Troxel et al. (2018), it was shown that the reduced
c2 for the fiducial KiDS-450 improves to 1.0 when accounting for
the survey geometry.
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Figure 11. Final comparison of the cosmological constraints from the four surveys according to the literature (Published Nominal, left) and according to our
unified analysis framework (right, Matched) – we show the marginalized constraints for Wm, S8 ⌘ s8(Wm/0.3)0.5 and s8 for the four cosmic shear surveys. In
the right panel, we use Gaussian analytic covariances, conservative scale cuts and the KiDS-450 priors. We note that for the CFHTLenS Published Nominal
constraints, we show all three settings MIN (solid), MID (dashed) and MAX (dotted) in Joudaki et al. (2017a).

Figure 12. Same as the upper right panel of Fig. 11, but now using DES-SV
priors.

Table 6. Comparison metrics corresponding to the right panel of Fig. 11.
That is, all analysis choices matched: Gaussian COSMOLIKE covariance
matrix, conservative scale cuts, same IA treatments, and KiDS-450 cosmo-
logical priors. For the S8 values, we list the mean and the 16% and 84%
confidence intervals.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

S8 0.942+0.046
�0.045 0.657+0.071

�0.070 0.844+0.062
�0.061 0.755+0.048

�0.049
S/N 17.4 15.1 11.6 12.1
c2/n 137.8/89 176.3/132 32.7/26 71.5/56
p.t.e. 7.0⇥10�4 0.0060 0.17 0.079
DS8-(1) – 3.4 1.3 2.9
DS8-(2) – – 2.0 1.1
DS8-(3) – – – 1.2
BF-(1) – -1.1 1.6 -0.50
BF-(2) – – 0.70 1.3
BF-(3) – – – 1.1

tics is similar to that captured by the DS8 metric in this case, though
the message of consistency/inconsistency is somewhat weaker – the
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Figure 6. Here we compare the constraints of the four surveys from the published results and the WLPIPE reanalysis. We show the marginalized constraints
on Wm and S8 ⌘ s8(Wm/0.3)0.5 from the paper-provided chains (the Published Baseline case, left panel) and from WLPIPE in the Baseline case. Note that
compared to the Published Nominal results, here the KiDS-450 contours do not include baryonic effects, while the CFHTLenS contours do not include any
systematic uncertainties.

Table 4. Comparison metrics for all pairs of surveys in the Published Base-
line analysis case: constraints from the individual collaborations that we
choose as baseline to reproduce. For the S8 values, we list the mean and the
16% and 84% confidence intervals. For CFHTLenS and KiDS-450, these
are different from the Published Nominal analysis case: constraints from
the individual collaborations that can be viewed as the representative re-
sults.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

S8 0.818+0.030
�0.030 0.731+0.030

�0.030 0.813+0.059
�0.058 0.727+0.033

�0.032
DS8-(1) – 2.1 0.076 2.1
DS8-(2) – – 1.2 0.087
DS8-(3) – – – 1.3

that in the data configuration used in the individual surveys, the
raw statistical power of the measurement is similar for DLS and
CFHTLenS, while DES-SV is about half the S/N and KiDS-450 is
in between. One interesting observation is that DLS achieves the
high S/N even with a significantly smaller area – this highlights
the power of having high-redshift data. A slightly worrying point is
that the goodness-of-fits for DLS and CFHTLenS are quite low. For
the pair-wise DS8, we find trends reflecting what is seen from the
figures – all four surveys are broadly consistent with Table 3 show-
ing some low-level discrepancies (1.5s ) in S8 between CFHTLenS
and DLS.

For the Published Baseline chains, we list the S8 constraints
and DS8 values in Table 4. We do not list the goodness-of-fit here
since they are not all available in the papers, and are not directly
comparable with the values in Table 3. We just quote two num-
bers that available: in Joudaki et al. (2017a), the reduced c2 for the
fiducial CFHTLenS analysis best-fit is 1.5, whereas in Hildebrandt
et al. (2017), the reduced c2 for the fiducial KiDS-450 analysis

Table 5. S8 constraints, S/N and goodness of fit when we change one anal-
ysis choice at a time in the analysis pipeline from the Baseline case (see
Table 3). For the S8 values, we list the mean and the 16% and 84% con-
fidence intervals. The sections of this table correspond to discussions in
Sec. 5.2, Sec. 5.3 and Sec. 5.4.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

Gaussian covariance matrix (Sec. 5.2)
S8 0.845+0.030

�0.030 0.739+0.024
�0.025 0.834+0.052

�0.050 0.767+0.030
�0.030

S/N 26.0 22.2 12.7 20.4
c2/n 412.5/235 344.3/275 34.6/30 133.0/124
p.t.e. 7.0⇥10�12 0.0028 0.26 0.27

Conservative scale cuts (Sec. 5.3)
S8 0.928+0.050

�0.050 0.731+0.052
�0.050 0.799+0.068

�0.069 0.754+0.055
�0.055

S/N 15.4 16.6 10.0 10.5
c2/n 112.1/89 228.3/132 28.4/25 62.8/56
p.t.e. 0.050 4.0⇥10�7 0.29 0.24

DES-SV priors (Sec. 5.4)
S8 0.851+0.042

�0.042 0.657+0.052
�0.052 0.803+0.059

�0.058 0.764+0.038
�0.038

c2/n 319.5/235 412.2/275 26.9/30 121.5/124
p.t.e. 2.0⇥10�4 1.6⇥10�7 0.63 0.55

KiDS-450 priors (Sec. 5.4)
S8 0.818+0.033

�0.033 0.677+0.039
�0.039 0.807+0.059

�0.059 0.771+0.033
�0.033

c2/n 323.6/235 412.5/275 27.0/30 122.2/124
p.t.e. 1.1⇥10�4 1.5⇥10�7 0.63 0.53

best-fit is 1.3. In Troxel et al. (2018), it was shown that the reduced
c2 for the fiducial KiDS-450 improves to 1.0 when accounting for
the survey geometry.
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Figure 11. Final comparison of the cosmological constraints from the four surveys according to the literature (Published Nominal, left) and according to our
unified analysis framework (right, Matched) – we show the marginalized constraints for Wm, S8 ⌘ s8(Wm/0.3)0.5 and s8 for the four cosmic shear surveys. In
the right panel, we use Gaussian analytic covariances, conservative scale cuts and the KiDS-450 priors. We note that for the CFHTLenS Published Nominal
constraints, we show all three settings MIN (solid), MID (dashed) and MAX (dotted) in Joudaki et al. (2017a).

Figure 12. Same as the upper right panel of Fig. 11, but now using DES-SV
priors.

Table 6. Comparison metrics corresponding to the right panel of Fig. 11.
That is, all analysis choices matched: Gaussian COSMOLIKE covariance
matrix, conservative scale cuts, same IA treatments, and KiDS-450 cosmo-
logical priors. For the S8 values, we list the mean and the 16% and 84%
confidence intervals.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

S8 0.942+0.046
�0.045 0.657+0.071

�0.070 0.844+0.062
�0.061 0.755+0.048

�0.049
S/N 17.4 15.1 11.6 12.1
c2/n 137.8/89 176.3/132 32.7/26 71.5/56
p.t.e. 7.0⇥10�4 0.0060 0.17 0.079
DS8-(1) – 3.4 1.3 2.9
DS8-(2) – – 2.0 1.1
DS8-(3) – – – 1.2
BF-(1) – -1.1 1.6 -0.50
BF-(2) – – 0.70 1.3
BF-(3) – – – 1.1

tics is similar to that captured by the DS8 metric in this case, though
the message of consistency/inconsistency is somewhat weaker – the
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More similar statistical power, less 
consistent amongst the 4 surveys.
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FIG. 13. Summary of S8 = �8(⌦m/0.3)0.5 constraints from the four cosmic shear surveys studied in this work. Each bar shows
the 16% and 84% confidence interval of the S8 constraints. The plot is divided by dashed horizontal lines into four sections.
The first section shows chains provided by the respective collaborations. The second section shows constraints derived from
WLPipe, but are not fully matched in all analysis steps, ergo not directly comparable. The third section shows constraints
derived from WLPipe and have all analysis steps matched, so can be compared directly. The last section shows the constraints
from combining the two surveys which are shown to be consistent in our analysis (DES-SV and KiDS-450), the Planck satellite
[61] and DES Y1 cosmic shear [69]. We explain the naming conventions in the table below the figure.

[61], S8 = 0.84+0.024

�0.028
, we find reasonably consistent re-1126

sults with roughly 1� lower S8. These results are in good1127

agreement in that found in Troxel et al. [70].1128

F. A side note on the S8 definition1129

As discussed briefly in Sec. IVE, S8 is defined as1130

�8(⌦m/0.3)↵, where ↵ is designed to remove the degener-1131

acy between �8 and ⌦m. That is, if ↵ is chosen optimally,1132

it characterizes the direction orthogonal to the ⌦m � �81133

contours. For data sets of di↵erent redshift distribution,1134

the optimal ↵ is di↵erent.1135

Throughout our analysis, we have fixed ↵ to be 0.5,1136

which may not be optimal for all datasets. This implies1137

that for datasets where ↵ is further from 0.5, the pro-1138

jected uncertainties on S8 = �8(⌦m/0.3)0.5 are going to1139

be slightly larger than if the optimal ↵ were used, and1140

that when comparing the di↵erent surveys they will tend1141

towards being consistent. This can be seen clearly in1142

the lower right panel of Fig. 11, where the contours for1143

CFHTLenS and KiDS-450 are tilted leading to larger un-1144

certainties in the S8 direction. The e↵ect is much reduced1145

when a tighter prior is imposed as in the right panels of1146

Fig. 11. Roughly, we find the optimal ↵ values to be1147

0.52 (DLS), 0.52 (CFHTLenS), 0.52 (DES-SV) and 0.581148

(KiDS-450) for the right panels of Fig. 11. That is, we1149

expect the discrepancies between the surveys in the sin-1150

gle parameter that quantifies the amplitude to be even1151

larger if an optimal ↵ is used. However, the BF is insen-1152

sitive to the choice of ↵ so is a more robust measure of1153

consistency.1154
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A Closer Look



• Half sigma shifts are easy to generate: covariances, IA, nonlinear 
power spectrum, scale cuts.

• Confirmation bias is real — beware of it and make sure to blind!

• This has been a good exercise where people from different 
collaborations come together to figure things out.

• We need to continue this program of re-analyzing existing data as 
well as simulations (DC2).
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What did we Learn?



“3x2pt”
Dark Energy Survey Year 1 Results: Cosmological Constraints 
from Galaxy Clustering and Weak Lensing (1708.01530)
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What is 3x2pt?

✓

✓

✓

1) Cosmic shear

2) Galaxy-galaxy lensing

3) Galaxy clustering



What is 3x2pt?

✓

✓

✓

1) Cosmic shear

2) Galaxy-galaxy lensing

3) Galaxy clustering



What is 3x2pt?

• 3x2pt: three 2pt functions
• Auto- and cross-correlation between galaxy 

position and galaxy weak lensing shear
• Subsets of 3x2pt have been explored in previous 

literature. DES sets a new “normal”.

✓

✓

✓

1) Cosmic shear

2) Galaxy-galaxy lensing

3) Galaxy clustering



Goals: 
• First 3x2pt analysis carried out systematically in the same survey
• Naturally and coherently account for covariances between probes
• Probe combination leads to degeneracy breaking
• Self-calibration of nuisance parameters

arXiv: 1708.01530
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• 2 samples of galaxies: lens    and source

• Each binned into multiple redshift bins

• Consider all auto- and cross-correlations
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FIG. 4. The measured shear correlation function ⇠+ (top triangle) and ⇠� (bottom triangle) for the DES Y1 METACALIBRATION catalog.
Results are scaled by the angular separation (✓) to emphasize features and differences relative to the best-fit model. The correlation functions
are measured in four tomographic bins spanning the redshift ranges listed in Table I, with labels for each bin combination in the upper left
corner of each panel. The assignment of galaxies to tomographic bins is discussed in Sec. II B. Scales which are not used in the fiducial
analysis are shaded (see Sec. VII A). The best-fit ⇤CDM theory line from the full tomographic analysis is also plotted as the solid line. We
find a �

2 of 268 for 211 degrees of freedom in the non-shaded regions, which is discussed in Sec. VIII A.

We also test the level of shape noise in the covariance ma-
trix by comparing halo model covariance predictions for ⇠�
on small scales (2.5 < ✓ < 10 arcmin), where shape noise
dominates, to jackknife estimates for both shape catalogs from
the data. We find very good agreement for METACALIBRA-
TION, but there is an indication that in two tomographic bins,
the shape noise of IM3SHAPE may be underestimated by up
to 20%. We believe this is due to an unresolved issue with the
empirically derived weights as a function of redshift. Since we
use IM3SHAPE only to validate that our shape measurement
and calibration is robust, this would only result in a slight in-
flation of the significance of this test in Sec. IX B.

VI. BLINDING

For the DES Y1 analysis, we have maintained a catalog-
level blinding scheme similar to the DES SV analyses, but
rescaling |⌘| = 2 arctanh |e| by a factor between 0.9 and 1.1
(see [92] for a review of blinding in general). This catalog

blinding 16 was preserved until the catalogs and primary DES
Y1 cosmological analyses and papers (this work and [51])
completed a first round of the DES internal review process.
All calculations were then repeated with the unblinded cata-
logs for the final version of this paper.

In addition to this catalog-level blinding, no comparison
to theory at the two-point level (⇠±) or of cosmological con-
tours was made, nor were central values of any cosmological

16 During the internal review process for [54], it was discovered that separate,
but equivalent, oversights in the shear calibration of the two catalogs led
to a substantial fraction (e.g., the linear part in e) of the blinding factor
being calibrated. This was undiscovered until the catalogs were finalized,
and thus had no impact on catalog-level choices. It is valid to question
whether this invalidated our blinding strategy at the parameter estimation
level. It did not, for two reasons: 1) only a few people in the collaboration
were aware of the potential issue until after we unblinded the cosmolog-
ical parameters, minimizing any impact, and 2) The secondary blinding
enforced at the two-point and parameter level ensured that even had we
become aware of this oversight much sooner, it could not have led to ex-
perimenter bias in our analyses.
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FIG. 2. Tangential shear measurements for Metacalibration and im3shape together with the best-fit theory lines from
the DES Y1 multiprobe cosmological analysis [23]. Scales discarded for the cosmological analysis, smaller than 12h�1Mpc
in comoving distance, but which are used for the shear-ratio test, are shown as shaded regions. Unfilled points correspond
to negative values in the tangential shear measurement, which are mostly present in the lens-source combinations with
low signal-to-noise due to the lenses being at higher redshift than the majority of sources. HiDens, HiLum and HigherLum

correspond to the three redmagic samples (High Density, High Luminosity and Higher Luminosity) described in Sec. III A
.
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FIG. 7. Two-point correlation functions for the fiducial analysis in each combination of the 5 redshift bins. The left panel
shows the auto-correlation used in Y1COSMO and the galaxy bias measurements. A correction for correlations with survey
properties is applied according to the methodology in Section V. The grey dashed line is the correlation function calculated
without the SP weights. The black points use the 2��2(68) weights. The right panel shows the cross-correlation of the redshift
bins, shown here as a consistency check. These measurements are expected to be non-zero, with a significance related to the
degree of overlap in the n(z) displayed in Fig. 2. The numbers in each panel correspond to the redshift bins used in the cross-
correlation. The error-bars in the cross-correlations were calculated using the log-normal mock surveys used for Y1COSMO
covariance validation [20]. We show correlations down to ✓ = 100 to highlight the goodness of the fit towards small scales, but
data points within grey shaded regions have not been used in bias constraints or the galaxy clustering part of Y1COSMO.
That scale cut has been set in co-moving coordinates at 8Mpch�1. The solid red curve is the best-fit model using only the
w(✓) auto-correlations at fixed cosmology, using �zi priors from [29]. The solid blue curve is the best-fit model from the full
cosmological analysis in Y1COSMO. For many of the cross-correlation panels, these predictions are indistinguishable.

form matches that applied to BOSS [46, 47]; we believe
it is thus the expected form when morphological cuts
are applied to reject stars (as this is what causes the
relationship for BOSS).

Each galaxy i in the sample is then assigned a weight
1/Fsys(si) where si is the value of the systematic at the
galaxy’s location on the sky. This weight is then used
when calculating w(✓) and in all further null tests.

In this sample we find evidence of multiple systemat-
ics at a significance of ��

2
/��

2(68) > 3, some of which
are correlated with each other. To account for this, we
first apply weights for the systematic with the highest
��

2
/��

2(68). Then, using the weighted sample, we re-
measure the significance of each remaining potential sys-

tematic and repeat the process until there are no system-
atics with a significance greater than a��

2
/��

2(68) = 3
threshold. The final weights are the product of the
weights from each required systematic. We also produce
weights using a threshold of ��

2
/��

2(68) = 2, allowing
us to determine if using a greater threshold has any im-
pact on our clustering measurements. We refer to these
weights as the 3��

2(68) and 2��
2(68) weights respec-

tively.

The final weights used in this sample are described in
Table III. The SP maps are either the depth or properties
that contribute to the depth (e.g. holding everything else
fixed, a longer exposure time will result in an increased
depth). Thus, in bins where multiple SP weights were

Elvin-Poole et al. (2017)Prat et al. (2017)Troxel et al. (2017)
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FIG. 1. (Top panel): Redshift distributions of redMaGiC
lens galaxies divided in tomographic bins (colors) and for
the combination of all of them (black). The n(z)’s are ob-
tained stacking individual Gaussian distributions for each
galaxy. (Bottom panel): The same, but for our two weak
lensing source samples, Metacalibration and im3shape,
using the BPZ photometric redshift code.

defining an effective ⌃�1
crit integrating over the corre-

sponding redshift distributions. For a given lens bin
i and source bin j, this has the following form:

⌃�1 i,j
crit,e↵ =

Z Z
dzldzs n

i
l(zl)n

j
s(zs)⌃

�1
crit(zl, zs). (5)

We need to assume a certain cosmology (flat ⇤CDM
with ⌦m = 0.3) when calculating the angular diameter
distances in ⌃�1

crit. The results presented in this anal-
ysis depend only weakly on this choice of cosmology,
as we will further discuss in the relevant sections (see
Sec. VI).

III. DATA AND SIMULATIONS

The Dark Energy Survey is a photometric survey that
will cover about one quarter of the southern sky (5000
sq. deg.) to a depth of r > 24, imaging about 300
million galaxies in 5 broadband filters (grizY ) up to
redshift z = 1.4 [37, 38]. In this work we use data from
a large contiguous region of 1321 sq. deg. of DES Year 1
observations which overlaps with the South Pole Tele-
scope footprint �60 deg. < � < �40 deg. and reaches a
limiting magnitude of ⇡ 23 in the r-band (with a mean
of 3 exposures out of the planned 10 for the full survey).
Y1 images were taken between 31 Aug 2013 and 9 Feb
2014.

A. Lens sample: redMaGiC

The lens galaxy sample used in this work is a subset
of the DES Y1 Gold Catalog [39] selected by redMaGiC
[29], which is an algorithm designed to define a sample

of luminous red galaxies (LRGs) with minimal photo-z
uncertainties. It selects galaxies above some luminosity
threshold based on how well they fit a red sequence tem-
plate, calibrated using redMaPPer [30, 31] and a sub-
set of galaxies with spectroscopically verified redshifts.
The cutoff in the goodness of fit to the red sequence
is imposed as a function of redshift and adjusted such
that a constant comoving number density of galaxies is
maintained. The redMaGiC photo-z’s show excellent
performance, with a scatter of �z/(1+ z) = 0.0166 [35].
Furthermore, their errors are very well characterized
and approximately Gaussian, enabling the redshift dis-
tribution of a sample, n(z), to be obtained by stacking
each galaxy’s Gaussian redshift probability distribution
function (see [29] for more details).

The sample used in this work is a combination of
three redMaGiC galaxy samples, each of them defined
to be complete down to a given luminosity thresh-
old Lmin. We split the lens sample into five equally-
spaced tomographic redshift bins between z = 0.15 and
z = 0.9, with the three lower redshift bins using the
lowest luminosity threshold of Lmin = 0.5L

? (named
High Density sample) and the two highest redshift bins
using higher luminosity thresholds of Lmin = 1.0L

? and
Lmin = 1.5L

? (named High Luminosity and Higher
Luminosity samples, respectively). Using the stack-
ing procedure mentioned above, redshift distributions
are obtained and shown in Fig. 1. Furthermore, red-
MaGiC samples have been produced with two different
photometric reduction techniques, MAG_AUTO and Multi-
object fitting photometry (MOF), both described in [39].
We follow the analysis of [35] and we use MAG_AUTO pho-
tometry for the three lower redshift bins and MOF pho-
tometry for the rest, as it was found in [35] that this
combination was optimal in minimizing systematic ef-
fects that introduce spurious angular galaxy clustering.

B. Source samples: Metacalibration and
im3shape

Metacalibration [40, 41] is a recently developed
method to accurately measure weak lensing shear using
only the available imaging data, without need for prior
information about galaxy properties or calibration from
simulations. The method involves distorting the image
with a small known shear, and calculating the response
of a shear estimator to that applied shear. This new
technique can be applied to any shear estimation code
provided it fulfills certain requirements. For this work,
it has been applied to the ngmix shear pipeline [42],
which fits a Gaussian model simultaneously in the riz

bands to measure the ellipticities of the galaxies. The
details of this implementation can be found in [43]. We
will refer to the ngmix shear catalog calibrated using
that procedure as Metacalibration.

im3shape is based on the algorithm by [44], modi-
fied according to [45] and [43]. It performs a maximum
likelihood fit using a bulge-or-disk galaxy model to esti-
mate the ellipticity of a galaxy, i.e. it fits de Vaucouleurs
bulge and exponential disk components to galaxy im-
ages in the r band, with shear biases calibrated from
realistic simulations [43, 46].

Prat et al. (2017)



degeneracy breaking
self-consistency checking



Tension with Planck?



• Multi-probe combination is powerful

• Galaxy surveys now have similar constraining power as Planck* 
in constraining the clustering amplitude of the Universe.

• LCDM (cosmological constant) holds very well, no evidence for 
need of additional parameters 

• The S8 tension? curiosity? Y3 can probably give a verdict.
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Dark Energy Survey Year 1 Results: Cosmological Constraints 
from Galaxy Clustering and Weak Lensing (1708.01530)
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What is 5x2pt?

✓

✓

✓

1) Cosmic shear

✓

✓

5) Galaxy x CMB lensing

4) Shear x CMB lensing2) Galaxy-galaxy lensing
Lensing of the 
Cosmic 
Microwave 
Background 
(CMB)
(Omori et al. 2017)3) Galaxy clustering



arXiv: 1810.02322

Goals: 
• First fully consistent 5x2pt analysis
• Naturally and coherently account for covariances between probes
• Probe combination leads to degeneracy breaking
• Self-calibration of nuisance parameters
• Avoid systematics in single experiments





Small scales are contaminated by 
the thermal Sunyaev-Zel’dovich 
(tSZ) effect —> not accounted for 
in previous studies!



Self-calibration



• tSZ contamination in the CMB lensing maps needs to be cleaned 
for 5x2 analyses to realize its full potential 

• Self-calibration works, but at the moment still subdominant to the 
external priors

• Cross-correlation between galaxy and CMB data provide a 
powerful consistency check for cosmology

• Forecasts show that Y3, with new tSZ cleaning techniques, 5x2 will 
contribute to significant gain in the constraining power

!44

What did we Learn?
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FIG. 2. Tangential shear measurements for Metacalibration and im3shape together with the best-fit theory lines from
the DES Y1 multiprobe cosmological analysis [23]. Scales discarded for the cosmological analysis, smaller than 12h�1Mpc
in comoving distance, but which are used for the shear-ratio test, are shown as shaded regions. Unfilled points correspond
to negative values in the tangential shear measurement, which are mostly present in the lens-source combinations with
low signal-to-noise due to the lenses being at higher redshift than the majority of sources. HiDens, HiLum and HigherLum

correspond to the three redmagic samples (High Density, High Luminosity and Higher Luminosity) described in Sec. III A
.
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dark matter power spectrum - Method 2

Georgios Zacharegkas (PhD student):
Fitting a Halo Occupation Distribution (HOD) 
formalism to galaxy-galaxy lensing data. Connect 
galaxies and dark matter on small scales.

Prat et al. (2017)
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Marco Gatti (PhD student):
Extracting cosmological information 
from higher moments of the weak 
lensing convergence maps. 
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Cosmology with Mass Maps moments 11

Figure 9. Fractional di�erence between the second and third moments of the dark matter density field predicted by the emulator and the ones in the validation
sample.

Figure 10. Contour plot of a full MCMC analysis on a simulated data vector. We marginalize over nuisance parameters as explained in §5.3. We both show
constraints for a Y3 covariance (left) and a Y5 covariance(right).
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Figure 11. Final comparison of the cosmological constraints from the four surveys according to the literature (Published Nominal, left) and according to our
unified analysis framework (right, Matched) – we show the marginalized constraints for Wm, S8 ⌘ s8(Wm/0.3)0.5 and s8 for the four cosmic shear surveys. In
the right panel, we use Gaussian analytic covariances, conservative scale cuts and the KiDS-450 priors. We note that for the CFHTLenS Published Nominal
constraints, we show all three settings MIN (solid), MID (dashed) and MAX (dotted) in Joudaki et al. (2017a).

Figure 12. Same as the upper right panel of Fig. 11, but now using DES-SV
priors.

Table 6. Comparison metrics corresponding to the right panel of Fig. 11.
That is, all analysis choices matched: Gaussian COSMOLIKE covariance
matrix, conservative scale cuts, same IA treatments, and KiDS-450 cosmo-
logical priors. For the S8 values, we list the mean and the 16% and 84%
confidence intervals.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

S8 0.942+0.046
�0.045 0.657+0.071

�0.070 0.844+0.062
�0.061 0.755+0.048

�0.049
S/N 17.4 15.1 11.6 12.1
c2/n 137.8/89 176.3/132 32.7/26 71.5/56
p.t.e. 7.0⇥10�4 0.0060 0.17 0.079
DS8-(1) – 3.4 1.3 2.9
DS8-(2) – – 2.0 1.1
DS8-(3) – – – 1.2
BF-(1) – -1.1 1.6 -0.50
BF-(2) – – 0.70 1.3
BF-(3) – – – 1.1

tics is similar to that captured by the DS8 metric in this case, though
the message of consistency/inconsistency is somewhat weaker – the

MNRAS 000, 000–000 (0000)
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