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Open questions

• When did the first galaxies form? What is the 
galaxy luminosity function at very high 
redshift? What is the galaxy mass function at 
high redshifts?

• How did mass build up in galaxies? What is the 
relationship between dark matter halo mass 
and galaxy mass? How does star-formation 
depend on halo mass? What are the physical 
processes which suppress star-formation in 
massive haloes?
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Galaxy formation is an inefficient 
process….
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Figure 1. Comparison between the halo mass function offset by a factor of 0.05
(dashed line), the observed galaxy mass function (symbols), our model without
scatter (solid line), and our model including scatter (dotted line).We see that
the halo and the galaxy mass functions are different shapes, implying that the
stellar-to-halo mass ratio m/M is not constant. Our four-parameter model for
the halo mass dependent stellar-to-halo mass ratio is in very good agreement
with the observations (both including and neglecting scatter).

3.2. Constraining the Free Parameters

Having set up the model, we now need to constrain the four
free parameters M1, (m/M)0, β, and γ . To do this, we populate
the halos in the simulation with galaxies. The stellar masses of
the galaxies depend on the mass of the halo and are derived
according to our prescription (Equation (2)). The positions
of the galaxies are given by the halo positions in the N-body
simulation.

Once the simulation box is filled with galaxies, it is straight-
forward to compute the SMF Φmod(m). As we want to fit this
model mass function to the observed mass function Φobs(m)
by Panter et al. (2007), we choose the same stellar mass range
(108.5 M⊙–1011.85 M⊙) and the same bin size. The observed
SMF was derived using spectra from the Sloan Digital Sky
Survey Data Release 3 (SDSS DR3); see Panter et al. (2004) for
a description of the method.

Furthermore, it is possible to determine the stellar mass
dependent clustering of galaxies. For this, we compute projected
galaxy CFs wp,mod(rp,mi) in several stellar mass bins which we
choose to be the same as in the observed projected galaxy CFs of
Li et al. (2006). These were derived using a sample of galaxies
from the SDSS DR2 with stellar masses estimated from spectra
by Kauffmann et al. (2003).

We first calculate the real space CF ξ (r). In a simulation, this
can be done by simply counting pairs in distance bins:

ξ (ri) = dd(ri)
Np(ri)

− 1, (3)

where dd(ri) is the number of pairs counted in a distance bin
and Np(ri) = 2πN2r2
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where the comoving distance (r) has been decomposed into
components parallel (r||) and perpendicular (rp) to the line
of sight. The integration is truncated at 45 Mpc. Due to the
finite size of the simulation box (Lbox = 100 Mpc), the
model correlation function is not reliable beyond scales of
r ∼ 0.1Lbox ∼ 10 Mpc.

In order to fit the model to the observations, we use Powell’s
directions set method in multidimensions (e.g., Press et al. 1992)
to find the values of M1, (m/M)0, β, and γ that minimize either

χ2
r = χ2

r (Φ) = χ2(Φ)
NΦ

(mass function fit) or

χ2
r = χ2

r (Φ) + χ2
r (wp) = χ2(Φ)

NΦ
+

χ2(wp)
Nr Nm

(mass function and projected CF fit) with NΦ and Nr the number
of data points for the SMF and projected CFs, respectively, and
Nm the number of mass bins for the projected CFs.

In this context, χ2(Φ) and χ2(wp) are defined as follows:

χ2(Φ) =
NΦ∑

i=1

[
Φmod(mi) − Φobs(mi)

σΦobs(mi )

]2

,

χ2(wp) =
Nm∑

i=1

Nr∑

j=1
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,

with σΦobs and σwp,obs the errors for the SMF and projected CFs,
respectively. Note that for the simultaneous fit, by adding the
reduced χ2

r , we give the same weight to both data sets.

3.3. Estimation of Parameter Errors

In order to obtain estimates of the errors on the parameters,
we need their probability distribution prob(A|I ), where A is the
parameter under consideration and I is the given background
information. The most likely value of A is then given by:
Abest = max(prob(A|I )).

As we have to assume that all our parameters are coupled, we
can only compute the probability for a given set of parameters.
This probability is given by:

prob(M1, (m/M)0,β, γ |I ) ∝ exp(−χ2).

In a system with four free parameters A,B,C, and D one can
calculate the probability distribution of one parameter (e.g., A)
if the probability distribution for the set of parameters is known,
using marginalization:

prob(A|I ) =
∫ ∞

−∞
prob(A,B|I )dB

=
∫ ∞

−∞
prob(A,B,C,D|I )dBdCdD.

Once the probability distribution for a parameter is deter-
mined, one can assign errors based on the confidence intervals.

• Several orders of 
magnitude separate 
the galaxy mass 
function and the halo 
mass function
– What are the physical 

processes which 
suppress star-
formation in massive 
and low-mass haloes?



Galaxies and haloes: key to 
understanding galaxy formation

• Halo mass is a key driver in galaxy evolution. 
– Host halo mass controls halo star-formation rate: least 

massive and more massive haloes have different star-
formation efficiencies

– Origin and nature of these physical processes uncertain and 
greatly debated (is AGN feedback, supernovae et al.) 

• Want to understand how host halo mass relates 
to key observables: star formation and galaxy 
clustering
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How does the high-redshift 
luminosity function evolve?
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• Bright end is poorly 
constrained by space-
based data
– Determining bright end 

important to 
understanding influence 
of AGN on galaxy 
formation process

• Only ground based 
data can probe the 
bright end of the MF/
LF

z~7



What kind of survey do we need?

• Ability to probe the rest-frame optical at high 
redshifts
– E.g., use colour or template fitting criteria to select 

galaxies at the highest redshifts. 

• Ability to to measure distribution of galaxies as a 
function of stellar mass and redshift
– Calculate stellar masses for large selection of galaxies 

(hard to make complete spectroscopic sample between 
1<z<2
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➡ Large area near-infrared (2-micron) selected survey



Depth goals 
of 

UltraVISTA 
survey

Ultra-deep: 0.73 sq. deg: Y=26.7, J=26.6, H=26.1, K=25.6  (1408hr) 

Deep: 1.50 sq. deg: Y=25.3, J=25.2, H=24.7, K=24.2 (212 hr) 

Narrow band: NB118=26  (180 hr) 

(All depths AB, 5sig, 2”, from the original proposal) 



courtesy B. Milvang 

Execution time: with overhead


Deep stripe 
data

Current status of UltraVISTA
(June 2015)



UltraVISTA data releases

• DR1 (2011, 2012)
– First observing season. Images, catalogues, photometric and 

phot-zed catalogues made publicly available (see 
terapix.iap.fr pages) 

• DR2 (Jan 2014)
– All data from the first three observing seasons was 

reprocessed. Catalogues, images, documentation available 
through “ESO phase 3”.  

– New multi-band photo-zed catalogue to be released 
very shortly: watch out for Laigle et al. paper to be on 
astro-ph shortly. 

• DR2 (Oct.-Nov 2015): all data from first five 
seasons reprocessed
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http://terapix.iap.fr


UltraVISTA-COSMOS DR1
• A unique mass-selected 

sample of 200,000 
galaxies in the COSMOS 
field
– Highly precise photometric 

redshifts
– Ultra-deep YJHK NIR data 

means we can measure 
precise (log sigma M ~ 0.3) 
stellar masses at least until 
z~2-3

– Very large dynamic range: 
can easily see M* galaxies 
until z~2
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Figure 1. The stellar mass-redshift plane for all UltraVISTA galaxies (left panel) and for passive galaxies (right panel) with K

s

< 24.
Green lines show our mass thresholds for each sample. The solid red line shows the completeness limits from Ilbert et al. (2013). Inset:
the redshift distributions. (Note: the gray-scale for each bin in the mass-redshift plane is 0–100 objects for the left panel and 0–20 for
the right panel.)

Threshold (log(M⇤/M�) > ) 0.5 < z < 0.8 0.8 < z < 1.1 1.1 < z < 1.5 1.5 < z < 2.0 2.0 < z < 2.5
8.8 9.60 (26441) - - - -
9.0 9.76 (21642) - - - -
9.2 9.76 (17300) 9.96 (25317) - - -
9.4 10.1 (13763) 10.1 (20466) - - -
9.6 10.2 (10911) 10.3 (16431) 10.2 (22666) - -
9.8 10.4 (8752) 10.4 (13201) 10.4 (17361) 10.3 (16877) -
10.0 10.5 (7015) 10.5 (10520) 10.5 (13280) 10.5 (12547) -
10.2 10.6 (5398) 10.7 (8382) 10.6 (10000) 10.6 (9227) 10.6 (5681)
10.4 10.8 (3944) 10.8 (6258) 10.7 (7242) 10.7 (6484) 10.8 (4087)
10.6 10.9 (2556) 10.9 (4297) 10.9 (4828) 10.9 (4247) 10.9 (1535)
10.8 11.0 (1479) 11.0 (2579) 11.0 (2698) 11.0 (2427) 11.0 (1535)
11.0 11.2 (742) 11.2 (1276) 11.2 (1232) 11.2 (1094) 11.2 (709)

Table 1. Characteristics of each redshift bin. For each stellar mass threshold and redshift bin we report the number of objects and the
mean log stellar mass. All galaxies with K

s

< 24.0 are selected.

Threshold (log(M⇤/M�) > ) 0.5 < z < 0.8 0.8 < z < 1.1 1.1 < z < 1.5 1.5 < z < 2.0 2.0 < z < 2.5
9.0 10.4 (0.26) - - - -
9.2 10.4 (0.21) - - - -
9.4 10.5 (0.26) 10.6 (0.27) - - -
9.6 10.5 (0.31) 10.6 (0.33) 10.6 (0.16) - -
9.8 10.6 (0.36) 10.6 (0.39) 10.6 (0.21) - -
10.0 10.6 (0.41) 10.7 (0.45) 10.7 (0.25) 10.7 (0.12) -
10.2 10.7 (0.47) 10.7 (0.51) 10.8 (0.30) 10.8 (0.15) 10.8 (0.14)
10.4 10.8 (0.52) 10.8 (0.57) 10.8 (0.36) 10.8 (0.18) 10.9 (0.17)
10.6 10.9 (0.56) 10.9 (0.63) 10.9 (0.42) 10.9 (0.21) 10.9 (0.21)
10.8 11.1 (0.62) 11.1 (0.70) 11.0 (0.47) 11.1 (0.25) 11.1 (0.26)
11.0 11.2 (0.67) 11.2 (0.74) 11.2 (0.53) 11.2 (0.30) 11.2 (0.30)

Table 2. Quiescent galaxies with K

s

< 24. Mean log stellar mass in each log stellar mass (in unit of solar masses) and redshift bin is
listed. The numbers in paratheses indicate the fraction of the bin composed of passive galaxies.
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UltraVISTA-CANDELS



Selecting z~6 galaxies
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Bowler et al. 2014, 2015
• z~6 galaxies are detected in z* 

band, undetected in optical 
bands. 



Need to distinguish between T-
dwarfs and galaxies…
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• deep Y or J 
based data 
helps to 
distinguish 
between 
dwarfs and 
high-
redshift 



UltraVISTA robust z ~ 7 galaxies       Bowler, Dunlop et al. (2012)



High redshift 
luminosity functions 

UDS/COSMOS
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The bright end of the z ' 6 galaxy LF 21

this dust obscuration is enormous, equivalent to either an
average depression of UV luminosity by A

1500

' 2mag at
a number density of 10�5 mag�1Mpc�3, or a depression in
observed number density by ' 2 orders of magnitude at
M

1500

' �22.5.
Thus, while much attention has been focussed on the

faint end of the high-redshift galaxy LF in recent years
(quite reasonably, especially given the important implica-
tions for reionization; Robertson et al. 2013) it is clear that
the full shape of the LF, extended to the brightest magni-
tudes through large-area ground-based surveys, has the po-
tential to di↵erentiate between alternative models of early
galaxy formation and evolution. Moreover, while it currently
remains unclear whether the shape of the bright end of the
LF at z ' 5 � 7 is really driven by evolution in dust prop-
erties or by mass quenching (e.g. Peng et al. 2010), or early
AGN feedback (or indeed by some other as yet poorly under-
stood mechanism for regulating star formation), forthcom-
ing observations have the potential to clarify and quite possi-
bly resolve these issues. For example, pointed ALMA follow-
up of bright UV-selected galaxies can address the prevalence
of dust in such objects, while improved measurements of
the stellar mass function at these early times (e.g. through
improved deconfusion of deep Spitzer IRAC data, and ulti-
mately with JWST observations) will provide another im-
portant reference point for comparison with theoretical pre-
dictions. At the same time, UltraVISTA DR3 (expected July
2015) should be deep enough to enable the work presented
here at z ' 6� 7 to be extended out to z ' 8 (with poten-
tially useful constraints also at z ' 9), while wider-area sur-
veys (e.g. with VISTA VIDEO at near-infrared wavelengths,
and Subaru/Hyper-SuprimeCam at red optical wavelengths)
culminating in the Euclid Deep Survey (Laureijs et al. 2011)
should remove any remaining ambiguity over the shape of
the bright end of the galaxy UV LF in the first billion years
of cosmic history.

9 CONCLUSION

We have selected a sample of 266 star-forming galaxies at
z ' 6 from the COSMOS/UltraVISTA and UDS/SXDS
fields, which in total provide an area of 1.65 deg2 of deep
multiwavelength imaging in the optical/near-infrared. The
galaxies were selected using a full photometric redshift anal-
ysis, which allows the removal of low-redshift dusty galaxies
and cool galactic brown dwarf stars. The main findings of
our work are as follows.

• Using a simple thin-disk galaxy model we find that
the expected number of brown dwarf stars in each field
greatly exceeds the number of LBGs at the very bright-
end (m

AB

< 25), however brown dwarfs can be cleanly re-
moved using fitting of stellar templates to the multiwave-
length optical/near-infrared photometry.

• We measure the rest-frame UV slope of the galaxies in
our sample, finding that the derived values follow the colour-
magnitude relation found at z ' 5 by Rogers et al. (2014),
showing a mean �

UV

= �1.8 ± 0.1 at M
UV

< �22.0, in
contrast to the redder slopes found by Willott et al. (2013).

• The number density of z ' 6 galaxies we find in the Ul-
traVISTA/COSMOS field exceeds that in the UDS/SXDS

Figure 13. A comparison of the latest observational data on
the rest-frame UV galaxy LF at z ' 5, 6 and 7 (including the
new results on the bright end presented here and in Bowler et al.
2014) with the predictions of several of the latest semi-analytic
and hydrodynamical models of galaxy formation. The sources of
the data points are indicated in each panel, with the various model
references provided in the central (z ' 6) panel. The implications
of this comparison are discussed in the text (Section 8.3) but
in general it can be seen that most of the models struggle to
reproduce the observations over the redshift range z ' 5 � 7
when faced with the large dynamic range now made possible by
the combined ground-based and HST dataset.
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Bowler et al. 2015 Bowler et al. 2014



Conclusions: 1

• Cosmic variance is still important at z~6 (see 
comparisons between UDS / COSMOS/ CANDELS)

• All theoretical models have a hard time 
reproducing correctly the bright end of the 
luminosity function 
– So, we need to work more on modelling feedback 

processess, probably

• Some evidence for steeping of bright end of mass 
function (onset of mass quenching process)?
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A&A 556, A55 (2013)

Fig. 4. Fractional error in density as a function of the stellar mass and
redshift. The top panel shows the errors due to the cosmic variance.
The middle and bottom panels are the errors associated to the template
fitting procedure (photo-z and stellar mass) for the full sample and the
quiescent population, respectively. Results are shown only in the mass
range covered by our dataset.

5.1. Evolution of the full sample

Figure 5 shows the evolution of the MFs for the full sample. A
first option is to consider a pure evolution in stellar mass. In this
case, we assume that only star formation drives the MF evolu-
tion (no galaxy can be created or destroyed). We find that the
evolution is strongly mass-dependent, with the low-mass end
evolving more rapidly than the high-mass end. For instance,
the stellar mass of a 109.8 M⊙ galaxy increases by 0.9 dex be-
tween 1.5 < z < 2 and 0.2 < z < 0.5, while the stellar mass of
a 1011.6 M⊙ galaxy increases by only 0.2 dex in the same time
interval. Therefore, we conclude that the evolution is strongly
mass-dependent, in agreement Marchesini et al. (2009). A sec-
ond option is to consider a pure density evolution. A constant
increase in density by 0.3–0.4 dex, independent of the mass, is
sufficient to match the 1.5 < z < 2 and the 0.2 < z < 0.5 MFs.
However such a pure density evolution scenario is not applicable
to the full sample: it would mean that new galaxies which were
not present in a given redshift appear in the next redshift bin.
Major mergers are not an option for a pure increase in density
with cosmic time: for a α = −1.4 MF slope, the density of low
mass galaxies would decrease by 0.16 dex if we assume that all
galaxies encounter a major merger since z = 27.

In Fig. 7, we compare our results with several MF estimates
published since 2008. We find an excellent agreement with the
various MFs from the literature. Still, the differences in normal-
isation are as large as 0.2 dex in certain bins (e.g. 0.5 < z < 0.8
with Kajisawa et al. (2009) and Pérez-González et al. (2008);
at 2 < z < 2.5 with Santini et al. (2012) which could be ex-
plained by known groups at z ∼ 2.2−2.3). We also find that the
extrapolation of our MF slope is flatter than data from Santini
et al. (2012), but our sample does not reach a similar depth as
this study.

7 The MF would be shifted in density by −0.3 dex (half as many galax-
ies) and the masses would increase by 0.3 dex.

Fig. 5. Galaxy stellar mass function up to z = 4 for the full sample.
Each colour corresponds to different redshift bins of variable step size.
Fits are shown in the mass range covered by our dataset. The filled
areas correspond to the 68% confidence level regions, after accounting
for Poissonian errors, the cosmic variance and the uncertainties created
during the template fitting procedure. The open triangles and squares
correspond to the local estimates by Moustakas et al. (2013) and Baldry
et al. (2012), respectively.

Fig. 6. Galaxy stellar mass function up to z = 4 for the star-forming
population (top panel) and for the quiescent population (middle panel).
Symbols are the same as Fig. 5. The bottom panel shows the percentage
of quiescent galaxies as a function of stellar mass in the same redshift
bins.

We derive the stellar mass density by integrating the best-fit
double Schechter functions over the mass range 108 to 1013M⊙.
Since our mass limits are above 1010M⊙ at z > 2 (see Table 2),
our mass density estimates rely on the slope extrapolation for
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Galaxies and haloes: key to 
understanding galaxy formation
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Fig. 6. Galaxy stellar mass function up to z = 4 for the star-forming
population (top panel) and for the quiescent population (middle panel).
Symbols are the same as Fig. 5. The bottom panel shows the percentage
of quiescent galaxies as a function of stellar mass in the same redshift
bins.

We derive the stellar mass density by integrating the best-fit
double Schechter functions over the mass range 108 to 1013M⊙.
Since our mass limits are above 1010M⊙ at z > 2 (see Table 2),
our mass density estimates rely on the slope extrapolation for
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Fig. 13. A possible scenario showing how sSFR and quenching impact the star-forming MF (blue lines) and quiescent MF (red lines), similar to
Peng et al. (2010). The large arrows represent quenching. The green arrows correspond to the mass increase expected in 2 Gyr, by taking the sSFR
values compiled by Stark et al. (2013). The left panel corresponds to the high redshift bin 2.5 < z < 3, where we show the mass quenching process
which is more efficient at high mass. The middle panel corresponds to the redshift bin 1.1 < z < 1.5 when the quiescent galaxies starts to dominate
the high-mass end. The right panel corresponds to the redshift bin 0.2 < z < 0.5, when environment quenching generates new low mass quiescent
galaxies.

are similar. For the composite library, the templates with an ex-
ponentially declining star formation history are selected in 87%
of the case, with a possible small second burst. This explains
why we obtain almost the same results between the composite
and the exponential libraries.

6.5. Comparison with the semi-analytical models

We now compare our mass function measurements with the
predictions of semi-analytical models. The mock catalogues
are based on ΛCDM simulations from Wang et al. (2008)
with the cosmological parameters derived from the third-year
WMAP data (H0 = 74.3 km s−1, ΩM = 0.226 and ΩΛ = 0.774).
The light cone survey covers an area of 1.4 × 1.4 deg2 similar to
COSMOS. Galaxy properties were generated using the galaxy
formation model, as detailed in De Lucia & Blaizot (2007) and
Wang & White (2008). Since the redshift and the galaxy stel-
lar masses are available for all galaxies in the simulation, we
can directly compute the predicted MFs. We use our standard
cosmology (H0 = 70 km s−1, ΩM = 0.3 and ΩΛ = 0.7) to
renormalise the predicted stellar mass counts by the comoving
volume. We isolate the quiescent population in the simulations.
We try three different criteria: a red clump criteria using rest-
frame UV − r versus r − K colours, a cut in log (sSFR) < −11
and a cut in B − I corrected for dust extinction. The quiescent
MFs are almost identical regardless of selection criteria.

The comparison between the observed and predicted MFs is
shown in Fig. 14 for the star-forming sample. First, we find that
the predicted and observed faint-end slopes are in good agree-
ment at least up to z = 2. Secondly, the model under-predicts the
density of massive galaxies. The mismatch between the observed

and predicted high-mass end increases with redshift. If we add
a 1σ error of 0.2 dex to the stellar masses, as commonly assumed
in the literature (e.g. Cattaneo et al. 2006; Bower et al. 2012), we
reduce the tension between model and observation (dotted lines
in Fig. 14). We point out that the 0.2 dex uncertainty commonly
associated to the stellar mass is mostly explained by systematic
uncertainties (choice of the IMF, adopted population synthesis
models) and should not be applied to the stellar masses. For a
given library, the statistical errors are much smaller. Moreover,
we already deconvolved the fit by the expected statistical er-
rors in the stellar masses (see Sect. 4). Therefore, the red solid
line is directly comparable to the model prediction, showing that
the predicted high-mass end is underestimated. Several factors
could explain this mismatch: 1) we do not consider stochastic
star formation histories to estimate the stellar masses, while such
histories are common for simulated galaxies in semi-analytical
models. Such difference could create an intrinsic scatter which
could justify a Gaussian smoothing of the observed MF; 2) our
high redshift sample is contaminated by low redshift galaxies
(i.e. catastrophic failures in the photo-z); however Fig. 1 do not
show such contamination with our current spectroscopic sample;
3) some assumed physical laws (e.g. IMF) evolve with redshift
which generate redshift dependent biases in our stellar mass es-
timates; 4) the models do not generate enough massive galaxies
at z = 3−4. The last option would require that the models gener-
ate 1011.5M⊙ galaxies in less than two Gyr. Then, these galaxies
should stop to grow on a very short timescale by having their star
formation activity drastically reduced or quenched.

Figure 15 shows the comparison between observed and pre-
dicted MFs for the quiescent population. The mismatch be-
tween the observed and predicted faint end slopes is dramatic.
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Fig. 8. Stellar mass density as a function of cosmic time (redshift is
given in the top label). Black and red points correspond to the full
and quiescent populations, respectively. The circles correspond to our
new results using UltraVISTA. Solid and open red circles correspond to
the two-colour and sSFR selected quiescent galaxies, respectively. The
green shaded area corresponds to the cosmic SFR compiled by Behroozi
et al. (2013) and integrated over cosmic time as described in Sect. 6.1.
The dashed line corresponds to the best fit over the mass density data.

density of 109.5 M⊙ galaxies increases by a factor of >5 be-
tween 0.8 < z < 1.1 and 0.2 < z < 0.5.

At 1 < z < 3, we find a rapid increase in density of all qui-
escent galaxies. In contrast with the result at z < 1, the evolution
is no longer mass dependent. The most massive galaxies evolve
as fast as intermediate mass galaxies. The density of 1011M⊙
galaxies increases by 1.4 dex (factor 25) between 2.5 < z < 3
and 0.8 < z < 1.1. The normalisation parameter Φ∗1 increases
continuously between z ∼ 3 and z ∼ 1. We consider a pure
density evolution for the quiescent MF rather than a pure mass
evolution. Indeed, new quiescent galaxies are created along cos-
mic time by quenching of star-forming galaxies. Moreover, an
isolated quiescent galaxy grows by less than 0.03 dex in 6 Gyr
(since log (sSFR) < −11) due to its own star-formation.

Figures 8 and 9 show the evolution of the stellar mass den-
sity for the quiescent population. The stellar mass density in-
creases by 1.6 dex between 2.5 < z < 3 and 0.8 < z < 1.1.
Again, we find a change of regime around z ∼ 1 with the
mass assembly slowing down at z < 1. We find that the stel-
lar mass assembly is faster at 1 < z < 3 for the quiescent
population than for the global population which evolves by 0.8
dex in the same redshift range. For the massive quiescent galax-
ies (M > 1011M⊙), Brammer et al. (2011) find an evolution
of 0.5 dex between z = 2.1 and z = 1. But their mass density
drops quickly at z > 2.1. Their evolution reaches 1 dex if we
consider the redshift range z = 2.3 and z = 1, which is really
close to our value of 1.1 dex. We find a slightly slower evolu-
tion compared to Ilbert et al. (2010). However, our conclusion
depends on the method used to classify the quiescent popula-
tion. If we use a classification based on the sSFR, as in Ilbert
et al. (2010), the stellar mass densities are consistent between
both studies. The sSFR classification is more restrictive than the
two-colour selection (see Sect. 3.3).

Fig. 9. Stellar mass density as a function of cosmic time. Black open
circles, red solid circles and blue pentagons correspond to the full, qui-
escent and star-forming galaxies, respectively.

5.3. Evolution of the star-forming population

The top panel of Fig. 6 shows the stellar mass function of
the star-forming galaxies. We can divide this evolution in two
regimes: above and below 1010.7−10.9M⊙. If we consider only the
low mass regime, the faint-end slope remains steep over the full
redshift range. We do not detect any significant trend in the slope
evolution over the stellar mass range covered by our dataset.
We observe a strong evolution of low-mass galaxies, especially
at z > 2. For the MF at 2 < z < 2.5 to match that at 1.5 < z < 2
requires the stellar mass of a 1010.3M⊙ galaxy to increase by
around 0.4 dex. We discuss in Sect. 6.2 how such evolution could
be interpreted in term of sSFR. If we consider now the evolu-
tion of the high-mass end, we do not detect an evolution of the
density of the most massive galaxies 1011.6−11.8M⊙. Since these
star-forming galaxies are forming new stellar populations, these
massive star-forming galaxies are necessarily quenched along
cosmic time, as we will discuss in Sect. 6.3.

Figure 9 shows the evolution of the stellar mass density for
star-forming galaxies. As for the quiescent population, we also
observe two regimes with a faster evolution at 1 < z < 4 than
at z < 1. We observe an evolution of 0.5 dex between 2.5 < z < 3
and 0.8 < z < 1.1, while the quiescent galaxies evolve by 1.6 dex
in the same period. Therefore, quiescent galaxies are building
faster at this epoch. We also observe that the stellar mass density
of quiescent and star-forming galaxies are comparable at z < 1,
while star-forming galaxies dominate the stellar mass budget at
higher redshift.

6. Discussion

6.1. Inferred star formation history

Following Wilkins et al. (2008), we can link the mass density
evolution and the star formation history using

ρ∗(t) =
∫ t

0
SFRD(t′)(1 − fr[t − t′])dt′ (3)
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Fig. 10. A comparison between the star formation history inferred from
the UltraVISTA mass density (black solid line and dashed area corre-
sponding to 1σ errors) and literature determinations including: direct
measurements of the SFR density compiled by Behroozi et al. (2013)
(red solid line with dashed lines for the associated uncertainties); star
formation histories derived from the UV and IR luminosity functions
from Cucciati et al. (2012) and Gruppioni et al. (2013) (brown triangles
and green squares, respectively); and finally radio estimates from Karim
et al. (2011) updated using the mass functions presented in this paper
(blue circles).

where SFRD corresponds to the star formation rate density
and fr is the stellar mass loss depending on the age of the stellar
populations (Renzini & Buzzoni 1986). We adopt the parametri-
sation of the stellar mass loss provided by Conroy & Wechsler
(2009) for a Chabrier (2003) IMF fr(t − t′) = 0.05ln(1+ (t − t′)/
0.3 Myr).

Wilkins et al. (2008) found that the star formation history
inferred from the mass density measurements is not consistent
with SFRD observations. We re-investigate this problem using
our own mass density measurements. We fit the UltraVISTA
mass density data using Eq. (3) and the the parameterisation of
the star formation history of Behroozi et al. (2013):

SFRD(z) =
C

10A(z−z0) + 10B(z−z0) · (4)

The resulting best fit parameters are B = 0.194+0.128
−0.082, C =

0.111+0.040
−0.029 and z0 = 0.950+0.343

−0.410. We set A = −1 as Behroozi
et al. (2013). Our inferred star formation history and the asso-
ciated uncertainties are shown with the black solid line and the
shaded area in Fig. 10. The inferred star formation history is
compared with the data compiled by Behroozi et al. (2013) and
the most recent measurements of the SFRD at 0 < z < 4 based
on UV (Cucciati et al. 2012), IR (Gruppioni et al. 2013) and ra-
dio data (Karim et al. 2011)8. This inferred star formation history
is in excellent agreement with SFRD measurements at z < 1.5,
while we find differences of 0.2 dex at z > 1.5. However, such
offset is well within the expected SFRD uncertainties (see the
large scatter between the various SFRD measurements at z > 2

8 We updated the values of Karim et al. (2011) by using our own
MF rather than the ones derived by Ilbert et al. (2010).

depending on the wavelength used to trace the SFR in Fig. 10)
and the mass density uncertainties created by the slope extrap-
olation at the low mass end (e.g. Mortlock et al. 2011; Santini
et al. 2012).

We also derive the mass density evolution expected from
the star formation history compilation of Behroozi et al. (solid
green line and shaded area in Fig. 8). We find that the ex-
pected mass density is systematically higher by 0.05–0.2 dex
than our data, while still consistent with the expected uncertain-
ties. The discrepancy between direct and inferred mass densities
reaches 0.2 dex at z ∼ 1.5, and decreases at lower redshift. We
note that we would not observe this decrease at z < 1.5 using a
constant return fraction.

6.2. Inferred specific star formation rates

We now consider an admittedly over-simplistic scenario in
which evolution of star-forming galaxies is driven only by star
formation (i.e. we consider that mergers do not significantly
change the galaxy distribution between two redshift bins, see
Sect. 4.3 of Boissier et al. 2010). Given this assumption, the stel-
lar masses increase byM(t2) −M(t1) =

∫ t2
t1

SFR(t′)(1 − fr[t2 −
t′])dt′ between t1 and t2 (t1 < t2), with fr corresponding to the
stellar mass loss (see Sect. 6.1). Assuming that the SFR remains
constant over the considered time interval and over the mass
range [M(t1),M(t2)], we obtain the specific SFR:

sSFR(t1) =
10∆logM − 1

(t2 − t1 −
∫ t2

t1
fr(t2 − t′)dt′)

(5)

with ∆logM = logM(t2) − logM(t1). The shift ∆logM is di-
rectly derived from the MF evolution of star forming galaxies
between t1 and t2.

Star-forming galaxies could be quenched and move to the
quiescent population in the time interval t2 − t1. Since we want
to compute ∆logM for the same galaxy population at t1 and t2,
we need to remove the contribution of the galaxies quenched
between t1 and t2. This contribution is simply the difference be-
tween the quiescent MF (hereafter MFQ) estimated at t2 and t1.
Therefore, the MF of star-forming galaxies without the contri-
bution of the galaxies quenched between t1 and t2 is computed
as MFSF−Q(t1) = MFSF(t1) −MFQ(t2) +MFQ(t1).

We measure the shifts ∆logM required to superimpose the
cumulative MFSF−Q(t1) and of the cumulative MFSF(t2). These
shifts are indicated with horizontal arrows in Fig. 11. Since
the sSFR could depend on the mass (e.g. Dunne et al. 2009;
Karim et al. 2011), we measure ∆logM at four reference masses
(MR = 1010, 1010.25, 1010.5 and 1010.75M⊙). We do not con-
siderMR < 1010M⊙ to limit the impact of the slope extrapola-
tion at low masses. The top label of Fig. 12 shows the evolution
of the sSFR estimated at the four reference masses in our analy-
sis. We find consistent sSFR for the three reference masses lower
than M < 1010.75M⊙. In the bottom panel of Fig. 12, we fo-
cus on the sSFR evolution measured forMR = 1010M⊙, which
depends less on the removal of quenched galaxies. The sSFR
increases from z = 1 to z = 4 (blue circles). The sSFR com-
puted with this indirect method are compared with direct mea-
surement of the sSFR from the literature. Given the size of the
uncertainties, our inferred sSFR is in good agreement with liter-
ature measurements. At z > 2.5, we obtain a sSFR larger than
the compilation from Behroozi et al. (2013). However, recent
studies taking into account the contribution of nebular emission
lines show that the sSFR at z > 2 could be higher than previ-
ously found (e.g. de Barros et al. 2012; Stark et al. 2013). Still,
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How to measure halo masses?

• Phenomenological models: 
halo model
– Find parameters of halo 

occupation distribution (HOD) 
which can reproduce observed 
abundance and clustering 

• Shortcut: Sub-halo 
abundance matching using 
N-body simulation
– Approximately equivalent. 

Less information (e.g., 
satellite fraction)
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One slide about the halo model
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Galaxy clustering statistics measure the number 
of pairs in excess of a random distribution 
In the “halo model” we suppose that the pair 
counts come from galaxies inside the same halo 
and galaxies in separate haloes

By comparing galaxy clustering measurements 
with halo model predictions can derive 
characteristic dark matter halo masses

Halo model can 
tell us about the 
relative numbers 
of central 
galaxies and 



Angular correlation functions 
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Figure 5. Mass-selected galaxy clustering measurements in the UltraVISTA-COSMOS survey for the full sample (left-hand panel) and the passive galaxy
sample (right-hand panel) at 0.5 < z < 0.8. The solid lines correspond to the best-fitting halo model for each bin. The inset panel shows the corresponding
halo occupation distribution for each of the best-fitting models. Total, satellite and central contributions are shown by the solid, dashed and dot–dashed lines,
respectively. The top horizontal axis shows the comoving separation corresponding to the angular distance at the effective redshift of the slice.

Figure 6. As in Fig. 5 but for two samples at 1.5 < z < 2.0.

weighted set of 5 000 PMC realizations of our halo model fits. For
reference, small symbols show the values derived by Marulli et al.
(2013) in VIPERS, and within the error bars, our measurements are
in agreement with this work.

We see that the amplitude of the comoving correlation length in-
creases gradually for samples whose mean stellar masses are smaller
than log (M∗/M⊙) ∼ 11.0; for samples more massive than this, the
amplitude increases steeply. The presence of this ‘knee’ amplitude
has been seen previously in lower redshift samples, at least for
luminosity-selected samples (see, for example Norberg et al. 2002).
We also we also see that at fixed stellar mass threshold, the clustering
amplitude is independent of redshift. Some hints of this behaviour
have been seen in previous papers (Pollo et al. 2006; McCracken
et al. 2008; Meneux et al. 2009), but this is the first time it has been

unambiguously detected over such a large redshift range. Finally,
we note that the bin 1.1 < z < 1.5 is offset from the others: as we
shall see in Section 5.8, this a consequence of the rich structures
present at intermediate redshifts in the COSMOS field.

5.3 The characteristic halo mass–galaxy number
density relationship

Fig. 8 shows Mmin as a function of galaxy number density (defined
in equation 10) for the full and the quiescent samples (open red
symbols, respectively). In general, rarer, less abundant objects reside
in more massive haloes. Comparing the quiescent population with
the full galaxy sample, we see that (within the error bars) for a given
galaxy abundance both the quiescent and full galaxy populations lie

MNRAS 449, 901–916 (2015)
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Figure 5. Mass-selected galaxy clustering measurements in the UltraVISTA-COSMOS survey for the full sample (left-hand panel) and the passive galaxy
sample (right-hand panel) at 0.5 < z < 0.8. The solid lines correspond to the best-fitting halo model for each bin. The inset panel shows the corresponding
halo occupation distribution for each of the best-fitting models. Total, satellite and central contributions are shown by the solid, dashed and dot–dashed lines,
respectively. The top horizontal axis shows the comoving separation corresponding to the angular distance at the effective redshift of the slice.

Figure 6. As in Fig. 5 but for two samples at 1.5 < z < 2.0.

weighted set of 5 000 PMC realizations of our halo model fits. For
reference, small symbols show the values derived by Marulli et al.
(2013) in VIPERS, and within the error bars, our measurements are
in agreement with this work.

We see that the amplitude of the comoving correlation length in-
creases gradually for samples whose mean stellar masses are smaller
than log (M∗/M⊙) ∼ 11.0; for samples more massive than this, the
amplitude increases steeply. The presence of this ‘knee’ amplitude
has been seen previously in lower redshift samples, at least for
luminosity-selected samples (see, for example Norberg et al. 2002).
We also we also see that at fixed stellar mass threshold, the clustering
amplitude is independent of redshift. Some hints of this behaviour
have been seen in previous papers (Pollo et al. 2006; McCracken
et al. 2008; Meneux et al. 2009), but this is the first time it has been

unambiguously detected over such a large redshift range. Finally,
we note that the bin 1.1 < z < 1.5 is offset from the others: as we
shall see in Section 5.8, this a consequence of the rich structures
present at intermediate redshifts in the COSMOS field.

5.3 The characteristic halo mass–galaxy number
density relationship

Fig. 8 shows Mmin as a function of galaxy number density (defined
in equation 10) for the full and the quiescent samples (open red
symbols, respectively). In general, rarer, less abundant objects reside
in more massive haloes. Comparing the quiescent population with
the full galaxy sample, we see that (within the error bars) for a given
galaxy abundance both the quiescent and full galaxy populations lie
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Figure 9. Characteristic halo masses Mmin and M1 (left-hand panel) and the ratio Mmin/M1 (right-hand panel) as a function of sample median stellar mass
threshold. Passive samples are shown in red open symbols.

form satellites as the material preferentially falls on to the central
object. There is some evidence also that that ratio between M1 and
Mmin decreases towards higher redshift as a consequence of the fact
M1 evolves less rapidly than Mmin, although our error bars are large
in the high-redshift/high stellar mass bins. Kravtsov et al. (2004)
used high-resolution dissipationless N-body simulations to investi-
gate the halo occupation distribution and predicted that M1/Mmin

should have 2/3 of its z = 0 value by z = 1. This prediction is consis-
tent with what we find between our redshift bins 0.5 < z < 0.8 and
1.1 < z < 1.5. This means that, at higher redshifts, the difference
between haloes containing several galaxies or only one becomes
smaller which could be seen as an evidence that, at higher redshift,
haloes may have more recently accreted satellites.

5.5 The stellar mass–halo mass relationship and comparisons
with abundance-matching measurements

Previously, we have considered the relationship between the char-
acteristic halo mass scales and each samples’ stellar mass threshold.
Another way to consider this relationship is to compute the ratio
of stellar mass to halo mass as a function of either halo mass or
stellar mass, known as the stellar mass–halo mass relationship, or
SHMR. This has the advantage of explicitly showing what fraction
of mass in stars is contained within a dark matter halo of given halo
mass. One may then attempt to interpret this quantity in terms of the
integrated star formation history over the lifetime of the halo, and in
particular the star formation rate per stellar mass, or the specific star
formation rate (sSFR). The implication is that present-day haloes
which have a higher stellar mass to halo mass relationship are those
in which star formation was more efficient than the past. Fig. 10
shows, for each redshift slice, the ratio of the median stellar mass
to the characteristic halo mass Mmin as a function of halo mass.

We fit this ratio to the widely used relationship of Yang, Mo
& van den Bosch (2003) which models the SHMR as a double
power law with a different slope at high-mass and low-mass sides.
Although it is has been suggested that this functional form may not
be an optimal description of the SHMR (Leauthaud et al. 2011a), we
consider it sufficient for this current data set, given the uncertainties
which exist concerning the nature of dark matter haloes at high and
intermediate redshifts which are currently not well constrained. The

dashed lines show the fit to the Yang et al. relationship, where each
point was weighted by the corresponding error in Mmin computed
by PMC fitting procedure.

For most redshift bins, our COSMOS-UltraVISTA survey pro-
vides enough low-mass and high-mass haloes to constrain the
SHMR on both sides of the peak. However, for the 2 < z < 2.5 bin
we are not able to determine the peak location, given the challenging
nature of correlation function measurements over sufficiently large
stellar mass range at these redshifts. This is also the case for our
‘outlier’ bin 1 < z < 2 (which we already mentioned in Section 5.3
and is discussed further in Section 5.8) for which we are not able to
determine the position of the peak.

In order to constrain the peak position for all redshift bins, and
to provide an additional check on the robustness of our results,
we determine the peak position by using an alternative abundance-
matching technique (Kravtsov et al. 2004; Conroy et al. 2006; Vale
& Ostriker 2006). Essentially one matches the abundances of haloes
selected in a certain way to galaxies selected in a (hopefully equiv-
alent) way.

For our abundance-matching analysis, we use a series of snap-
shot outputs at each of our redshift slices from a large, high-
resolution N-body dark-matter-only simulation performed with
GADGET-2 (Springel 2005) for a !CDM universe using Planck pa-
rameters (Planck Collaboration XVI 2014), namely "M = 0.307,
"! = 0.693, h = 0.678 and σ 8 = 0.829. The size of the simula-
tion box is a cube of 80 h−1 Mpc on a side and contains in total
10243 particles with a mass resolution of 3 × 107 M⊙ per par-
ticle. Haloes and sub-haloes are identified using the halo-finding
algorithm ADAPTAHOP (Aubert, Pichon & Colombi 2004) which uses
an smoothed particle hydrodynamics (SPH)-like kernel to compute
densities at the location of each particle and partitions the ensemble
of particles into haloes and sub-haloes based on saddle points in
the density field. The minimum number of particles per halo is 20:
therefore, the least massive haloes in our survey (∼1011 M⊙) are
well resolved.

Next, circular velocities (vmax) and masses (M200) are extracted
for each halo and sub-halo. Circular velocities are defined as in the
usual way, Vmax = max(

√
Gm(≤ r)/r ), where m( ≤ r) is the mass

enclosed at radius r. Vmax can be estimated without any accurate
estimate of the physical boundary of the objects which be difficult
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The galaxy halo-connection in UltraVISTA 909

Figure 7. The comoving correlation length r0, in Mpc, computed from our
halo model for each redshift slice as a function of stellar mass threshold. The
small squares and diamonds show correlation lengths measured in samples
thresholded in stellar mass in the VIPERS survey (taken from table 3 in
Marulli et al. 2013).

Figure 8. Mmin as a function of log galaxy number density for each redshift
and mass threshold slice (passive galaxy samples are shown by the red open
symbols). The solid line corresponds to a fit to the low-mass end of the most
abundant samples.

within haloes of the same dark matter haloes masses (with the
exception of the 1.1 < z < 1.5 bin, to which we will return to later;
this bin is systematically different from all the others). In other
words, in the halo mass/stellar mass plane, nothing distinguishes
the passive population from the full galaxy population.

The solid line shows a power law fitted on the five most abundant
bins of the lowest-redshift sample 0.5 < z < 0.8. It is clear that even

for a given redshift slice, a simple power-law fit does not adequately
describe the data. Both the 0.5 < z < 0.8 and 0.8 < z < 1.1
redshift bins, which have sufficient depth to cover a large range in
abundances show an inflection point at log ∼ −2.5. Higher-redshift
bins do not have sufficient depth to reach below this inflection point,
so we cannot say definitively if this feature is also present in the
higher redshift data. Concerning redshift evolution of this relation,
although our volume-limited samples cover different mass ranges
at different redshifts, there is some tentative evidence that at fixed
abundances, minimum halo masses required to host galaxies are
progressively lower at higher redshifts (the points at 1.5 < z < 2.0,
for example, are below all the low-redshift points, and this trend
continues to even higher redshifts).

Some previous authors have also considered this relationship.
Coupon et al., in the CFHTLS, found no evidence for an inflection
point in the Mmin versus ngal relationship between z = 0.2 and 1.2.
However, it should be noted that their samples were only approxi-
mately mass-limited; our slope in Fig. 8 is steeper than they found.
Similarly Guo et al. (2014) present a large literature compilation
of such measurements, together with their own measurements in
the Baryon Acoustic Oscillations Spectroscopic Survey (BOSS);
however, most of these measurements are not mass-selected, so di-
rect comparisons to our own work is not straightforward. In later
sections we will discuss how this change in slope is related to the
evolution of the global stellar mass function.

5.4 Characteristic halo mass scales as a function of stellar
mass and redshift

We now consider the characteristic mass scales Mmin and M1, rep-
resenting the minimum halo mass required to host one and two
galaxies, respectively. These quantities are shown in the left-hand
panel of Fig. 9 as a function of median sample stellar mass for each
redshift bin and mass threshold (as before, red symbols represent
passive galaxy samples). As we have seen in Figs 5 and 6, galax-
ies with higher stellar masses reside in progressively more massive
dark matter haloes. In the log–log plane of Fig. 9, this is an ap-
proximately linear relationship with one important exception: the
lowest mass bin in M1, which flattens out at lower mass thresholds.
Some hint of this is also seen in the next-nearest mass threshold,
suggesting that this is a generic feature of the lower mass threshold
samples. There is some evidence in Fig. 9 that, at a fixed stellar
mass threshold, at low redshifts, both Mmin and M1 do not evolve:
however, at z ∼ 1 they increase sharply with redshift, as can be seen
for the highest redshift bin 2.0 < z < 2.5.

We now consider the ‘mass gap’ between M1 and Mmin: the right-
hand panel of Fig. 9 shows the ratio Mmin/M1. It is useful to first
consider the lowest redshift bin, 0.5 < z < 0.8, as this probes the
largest stellar mass thresholds. We can clearly see that this ratio
passes through a minimum at intermediate mass thresholds. For
both low-mass and high-mass stellar masses, this ratio is ∼20; at
intermediate stellar mass thresholds, the ratio is ∼10. This allows us
to understand measurements in the literature: at high thresholds in
absolute magnitude (corresponding to our most massive samples),
Zehavi et al. (2011) using SDSS observations at z ∼ 0.1 found ∼20;
on the other hand, Wake et al. (2011) in the NEWFIRM Medium
band survey (NMBS) at z ∼ 1.5 found much smaller values, ∼10;
however as we can see from Fig. 9 this is primarily because these
observations probed a much smaller range in stellar mass thresholds;
in Fig. 9, most of our observations are at this stellar mass threshold.

One interpretation of our results is that at high stellar mass thresh-
olds, it becomes more difficult (it requires a more massive halo) to

MNRAS 449, 901–916 (2015)
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The galaxy halo-connection in UltraVISTA 911

Figure 10. The ratio between the median stellar mass in each sample and the halo mass at each redshift slice (filled coloured symbols). The dotted and solid
lines show fit of the Yang et al. analytic expression to the HOD measurements and the abundance-matching results. The downward-pointing arrow in each
redshift slice shows our approximate completeness limit in stellar mass, translated to the corresponding halo mass at that redshift.

in particular for sub-haloes. For each object, we define the radius
R200 (and thus the mass M200) as the radius where the enclosed mean
density MV /(4πR3

V /3) is 200 times the critical density, ρc(z) =
3H (z)2/8πG, where H (z) = H0

√
"m(1 + z)3 + "#.

At each redshift bin, we determine the stellar mass threshold
which matches the total abundance of galaxies selected by stellar
mass M to the total abundances of haloes selected by vmax, i.e.

Nh(> Vmax) = Ng(> M). (17)

We compute our galaxy abundances by integrating the mass func-
tions given in Ilbert et al. (2013). Then, at each redshift slice, we fit
a simple linear function to the relationship between the median vmax

and M200 for each bin of median halo mass. This allows us in turn to
derive the characteristic halo masses at each abundance threshold,
and, consequently, at the corresponding stellar mass threshold. The
results from this procedure are shown as the solid lines in Fig. 10
(this line is actually the fit to the Yang et al. 2003 relation). At each
redshift slice our simulation contains sufficient numbers of low-
mass and high-mass haloes to reliably constrain the location of the
position of the peak in the ratio M∗/Mh. The arrows on each panel
shows the completeness limits in stellar mass threshold presented
in Fig. 1.

At z < 1 abundance-matching measurements agree with our halo
model measurements for higher mass haloes: at the lower mass
end there is a slight systematic offset. We note that the halo mass
function used for our halo modelling is not the same as the halo
mass function in our HOD model. As the dark matter halo mass
function at these redshifts is not constrained by observations, it is
difficult to choose between these two mass functions. We note that
in the high-mass regime, the two methods are in good agreement,
suggesting that Mmin and M200 are equivalent estimates of halo mass.

As before, at each redshift bin, we fitted the position of the peak
using the Yang et al. analytic expression. These points are shown
as the open symbols in Fig. 11, slightly offset for clarity. Fig. 11
also includes a selection of literature measurements. We note the
large scatter between previous measurements, which is probably
related either to the measurement technique or the sample selec-
tion. Most lower redshift samples, with the exception of Leauthaud
et al. (2011b), are luminosity selected and not mass selected, and
the conversion to a reliable mass-selected sample is uncertain (see
fig. 14. in Coupon et al. for an idea of the typical uncertainties).

We should also note that in this work we compute the dark matter
halo masses given a sample of galaxies selected by stellar mass.
Works such as Leauthaud et al. (2012) actually calculate stellar
mass content for a given halo mass. In the case of large scatter

MNRAS 449, 901–916 (2015)

• Solid points: HOD 
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matching allows us 
to fill in missing 
slices. Works 
surprising well ! 
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relationship 

to z~2
• The position of the 
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relationship only 
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redshift
– Can understand 
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The future



High redshifts: SPLASH+DR2

• NEW UltraVISTA DR2 data+NEW COMOS data + Splash 
IRAC, new PSF homogenisation 

• Catalogue + photometric redshifts + stellar masses 
will be made public 

• We will produce the largest most precise stellar-mass 
selected catalogue at 2<z<4

• HORIZON-AGN lightcone and simulated images and 
catalogues

UltraVISTA webinar       25th June 2015
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Figure 2. Transmission curves for the photometric bands used. The e↵ect of atmosphere, telescope, camera optics, filter and the detector
are included. Note that for clarity the profiles are normalized to a maximum throughput of one: therefore, the relative e�ciencies of each
telescope and detector system is not shown. For clarity, intermediate and narrow bands are not represented, but the region of the spectrum
covered by these bands is marked by dashed lines.
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Figure 3. Limiting magnitude at 3� in a 300 diameter aperture
computed from variance map for each band in COSMOS2015, with
the exception forNUV filter (value from Zamojski et al. 2007). The
length of each segment is the full width of the filter curves. For
the Y , J , H, K

s

bands, the limiting magnitude which are specified
correspond to AUD.

stars for all the bands. However, as it is di�cult to
identify a su�ciently large set of bright but unsaturated
stars from u band to Ks, the selection of bright stars
is performed in three sets of filters: from u band to
z++ band (broad bands, Sopt), intermediate and nar-
row bands (SIB) and NIR band (SNIR). We kept around
500, 320 and 1320 stars respectively in each set of filters.
These data are summarised in Table 2.

The PSF is modelled in pixel space using PSFex
Bertin (2010) as a linear combination of a limited number

of known basis functions:

 
c

=
X

b

c
b

 
b

(1)

where the c index reflects the dependance of  on the set
of coe�cient c

b

. For each star, we extract a post-stamp or
“vignet” image, using SExtractor. This PSF model
can be entirely determined knowing the coe�cients c

b

of the linear combination. The pixel basis is the most
natural basis but requires as many coe�cients than the
number of pixels on the image postage stamp. We can
then make some assumptions to simplify the basis and
to reduce the number of coe�cients. The adopted basis
is the “polar shapelet” basis (Massey & Refregier 2005),
for which the components have useful explicit rotational
symmetries. We assume the PSF is constant over the
field. The PSF is then expressed as a function of the
coe�cients c

b

at each pixel position x
i

on the postage
stamp image, which are derived by minimising the chi-
squared sum over all the sources:
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where f
s

is the total flux of the source s, �
i

the variance
estimate of pixel i of the source s, p

s

(x
i

) the intensity of
the pixel i and c the set of PSF coe�cients.

We then decide on the “target PSF”, the PSF at which
we will homogenise all the bands. We use a Mo↵at profile
(Mo↵at 1969) to describe the target PSF; this provides
a better description of the inner and outer regions of the
profile than a simple Gaussian. The normalised intensity
distribution stars can be expressed as:

I
r

= I0[1 + (r/↵)2]�� (3)

with ↵ = ✓/(2
p

21/� � 1), I0 = (� � 1)(⇡↵2)�1 and ✓
beeing the FWHM. In each band, the model of the PSF
which minimizes the �2 sum is then fitted to a Mo↵at
profile. The fitted values of ↵, � and ✓ are shown in in
Table 2. Our target PSF is defined as a mo↵at profile
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Figure 4. Left : Best-fitting PSFs of stars for all bands before and after homogenisation (left upper and lower panels respectively),
normalised to the target PSF FT . The vertical black solid line corresponds to the 300 diameter aperture used for photometric redshifts.
The horizontal dashed lines show the 5% relative error. The colormap reflects the increase in seeing before homogenisation. Right panel:
Median curve-of-growths (the di↵erence between the magnitude in the kth aperture rk with the total magnitude for point-like sources) as
a function of aperture after homogenisation for each band. The target Mo↵at profile with (✓,�)=(0.8,2.5) is shown in red. The vertical
dark dashed lines are the apertures provided in the final public catalog (200 and 300 diameters).
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Figure 5. Distribution of the di↵erence between the stars seeing
and the median seeing of the band for the selected stars in optical
and Near-infrared bands. This plot illustrates that the PSF is
relatively homogenous across the field with the exception of some
medium-band data.

3. CATALOG EXTRACTION

3.1. Photometric measurements

3.1.1. Optical and NIR data

Object photometry is carried out using SExtractor
in “dual image” mode. The “chi-squared” zY JHKs

detection image (Szalay et al. 1999) is produced us-
ing SWarp (Bertin et al. 2002) starting from the non-
homogenised images. Since the main objective of our new
catalog is to probe the high-redshift Universe and also
to provide a catalog containing UV-luminous sources at
z > 2, we combine NIR images of UltraVISTA (Y JHKs)
with the optical z++ band data from Subaru. We do not
use the i+ since compact objects in the i+ image saturate
around i = 21.

We extract 2 and 300 diameter apertures fluxes on PSF-
homogenised images in each band. The well-known di�-
culty in source extraction is that objects on astronomical
images may have ill-defined boundaries which can over-
lap and therefore a reasonable balance must be found be-
tween splitting all objects (and creating too many spuri-
ous objects) and not splitting enough (and consequently
missing objects). This can be controlled in part by a judi-
cious choice of detection threshold and minimal number
of contiguous pixels. Our final adopted parameters are
given in Table 8. Our adopted solution is to set a low
deblending and detecting thresholds while increasing the
number of contiguous pixels to reject false detections.
The background is estimated locally within a rectangular
annulus (30 pixels thick) around the objects, delimited
by their isophotal limits. Additionally, object mask flags
indicating bad regions in optical and near-infrared bands
were included and saturated pixels in the optical bands
were flagged by using the appropriate FLAG MAPs.

In a final step catalogs from each band are merged to-
gether into a single FITS table and galactic extinction
values computed at each object position using Schlegel
et al. (1998) values. These redenning values have to be
multiplied by a factor computed for each band. They
are calculated from the filter response function, inte-
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Figure 16. The stellar mass-redshift histogram on ADeep

UVISTA

(left) and AUltra

UVISTA

(right) regions for the full catalog (top) and for the
quiescent sampel (bottom). Blue dots show the mass limit for the full catalog and red dots for the quiescent one. These values are reported
in Table 6. The solid green line is the mass limit on COSMOS given in Ilbert et al. (2013).

Table 6

Mass limits of COSMOS2015 for the full sample the quiescent and the star-forming one in ADeep

UVISTA

and AUltra

UVISTA

regions.

ADeep AUD

bin N full

gal

M full

lim

Nquies

gal

Mquies

lim

NSF

gal

MSF

lim

N full

gal

M full

lim

Nquies

gal

Mquies

lim

NSF

gal

MSF

lim

0.00< z <0.35 10.5% 8.1 12.3 % 8.4 10.3% 8.1 11.6 % 7.8 15.6 % 8.1 11.2% 7.8
0.35< z <0.65 15.1 % 8.7 20.6 % 9.0 14.6% 8.6 15.6 % 8.4 23.6 % 8.7 15.0% 8.3
0.65< z <0.95 19.4% 9.1 29.8 % 9.4 18.4% 9.0 17.9 % 8.8 26.8 % 9.1 17.2% 8.7
0.95< z <1.30 18.5% 9.4 20.5 % 9.6 18.3% 9.3 17.5 % 9.0 17.9 % 9.3 17.5% 8.9
1.30< z <1.75 13.6% 9.7 10.5 % 9.9 13.9% 9.7 13.2 % 9.4 9.9 % 9.6 13.5% 9.3
1.75< z <2.25 9.7% 10.0 3.8 % 10.1 10.2% 10.0 9.0 % 9.6 3.5 % 9.8 9.4% 9.6
2.25< z <2.75 6.1 % 10.2 1.5% 10.3 6.5% 10.2 5.9 % 9.8 1.4 % 10.0 6.2% 9.8
2.75< z <3.50 5.1% 10.3 0.6 % 10.6 5.6% 10.3 5.9 % 9.9 0.7 % 10.3 6.3 % 9.9
3.50< z <4.00 1.1 % 10.3 - - 1.2% 10.3 1.7 % 10.0 0.2% 10.7 1.8% 10.0
4.00< z <4.80 0.7 % 10.6 - - 0.7% 10.6 1.2 % 10.2 - - 1.3% 10.2

properties and environment derived using this catalog
will be presented in a future paper (Laigle et al. in prep).
However, for the purposes of this paper we note that
the projected correlations predicted by the Coupon et al.
model, based on a much larger field (around 30 square
degrees), agree very well, qualitatively at least, with our
measurements. This seems to suggest, that at these red-
shift ranges and masses at least, that cosmic variance is
not an important issue in the COSMOS field. This may
not be true at higher redshifts (McCracken et al. 2014).

6. CONCLUSION

Using the unique combination of deep multi-
wavelength data and spectroscopic redshifts on the COS-
MOS field we have computed a new catalog containing
precise photometric redshifts and 30-band photometry.
COSMOS2015 contains more than half a million objects
over two square degrees. Including new Y JHKs im-
ages from the UltraVISTA-DR2 survey, Y -band Hyper

Suprime-Cam and infrared data from SPLASH Spitzer
legacy program, this near-infrared selected catalog is
highly optimised for the study of galaxy evolution and
environment in the early Universe. To maximise catalog
completeness to the highest redshifts, objects have been
detected and selected using an ultra-deep chi-squared
sum of the Y JHKs and z++ images.

The main improvements of the catalog compared with
previous versions are the following:

• there are many more sources thanks to the
combination of deeper data (UltraVISTA-DR2,
SPLASH) and extraction catalog which contains
bluer bands: the catalog contains ⇠ 6 ⇥ 105 ob-
jects in the 1.5 deg2 UltraVISTA-DR2 area and
⇠ 1.5 ⇥ 105 in the “ultra-deep stripes” sub-region
at the limiting magnitude in Ks. This represents
more than twice as many objects per square degree
compared to Ilbert et al. (2013) as this survey has

Laigle et al. 2015
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Stellar mass functions at 4<z<6

• Need to move to IRAC-selected galaxy samples at 
very high redshifts
– Need to do a very careful job at deconvolving confused 

IRAC data, using UltraVISTA data 

• All current high-redshift stellar mass 
determinations based on uncertain and poorly 
determined UV dust correction 

• Objective is to push SHMR to very high redshifts. 
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Figure 17. Galaxy clustering measurements for 0.5 < z < 1 compared with the model predictions of Coupon et al. (2015) (solid line) for
di↵erent mass bins.

a brighter detection limit and does not contain the
bluer objects;

• our photometric redshifts are more precise. Com-
parisons with the unique spectroscopic red-
shift sample in the COSMOS field we measure
��z/(1+zs) = 0.03 for 3 < z < 6 with 15% of out-
liers. At lower redshift, the precision is better than
0.01, with a few percent of catastrophic failures.
The precision at low redshifts is consistent with Il-
bert et al. (2013), while it increases significantly at
high redshift;

• the characteristic mass limits are much lower;
the deepest regions reach a completeness limit of
1010M� to z = 4, which is more than 0.3 dex better
compared to Ilbert et al. (2013) for the full sample.

Detailed comparisons of the colour distributions, num-
ber counts and clustering show excellent agreement with
the literature in the mass ranges where these previ-
ous studies overlap with ours. In particular, our mass-
selected clustering measurements at 0.5 < z < 1 are in
excellent agreement with the model from Coupon et al.
(2015) calibrated using 25 deg2 of the CFHTLS field.

This COSMOS2015 catalog represents an invaluable
resource to investigate the evolution of galaxies and
structures back to the earliest stages of the history of
the Universe. It o↵ers for the first time to create highly

complete mass-selected sample until z ⇠ 4 covering a
large area. It will allow us to study the connection be-
tween galaxies, the dark matter haloes which host them
and their large-scale environment over a large redshift
range. Based on this catalog, futre works will improve
photometric redshifts to higher redshifts (4  z  6 and
above) using purely infrared-selected catalogs.

CL is supported by the ILP LABEX (under ref-
erence ANR-10-LABX-63 and ANR-11-IDEX-0004-02).
This work is partially supported by the Spin(e) grants
ANR-13-BS05-0005 of the French Agence Nationale de
la Recherche. HJMCC acknowledges financial support
form the “Programme national cosmologie et galax-
ies” (PNCG). OI acknowledges the funding of the
french Agence Nationale de la Recherche for the project
SAGACE. BMJ and JPUF acknowledges support from
the ERC-StG grant EGGS-278202. The Dark Cosmol-
ogy Centre is funded by the DNRF. This work is based
on data products from observations made with ESO Tele-
scopes at the La Silla Paranal Observatory under ESO
programme ID 179.A-2005 and on data products pro-
duced by TERAPIX and the Cambridge Astronomy Sur-
vey Unit on behalf of the UltraVISTA consortium.

7. APPENDIX

7.1. Catalog description
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Is there “assembly bias”?

• Assembly bias is a 
generic feature of 
abundance matching 
simulations 

• Attempts have been 
been made model it 
at fit to sloan data at 
z=0

• But maybe the effect 
is much stronger at 
higher redshifts?
– Can check with hydro 

simulations?
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3.4 The importance of assembly bias

Fig. 1 compares the projected two-point clustering of galaxies in
our fiducial abundance-matching catalogues, which exhibit assem-
bly bias, and in our catalogues with assembly bias erased for three
different magnitude threshold samples. The effects of assembly
bias are not insignificant compared to the errors on the simulation
measurements (the hatched regions), and are large compared to the
precision of the SDSS measurements. The relative effect of assem-
bly bias is largest on large scales and ranges from approximately
∼15 per cent on large scales for the Mr < −19 threshold sample
to ∼6 per cent for the Mr < −21 sample. The fact that the effect
is most prominent for the lower luminosity thresholds is consistent
with the dependence of halo clustering on formation time, which is
more prominent for lower mass haloes (Gao et al. 2005; Wechsler
et al. 2006). The relative effect of assembly bias in our abundance-
matching mock catalogues is grossly similar to that in the SAMs
of Croton et al. (2007). However, in detail Croton et al. (2007) find
assembly bias to have a more complex dependence upon luminos-
ity. In particular, their red galaxy sub-sample is consistent with no
clustering enhancement due to assembly bias at the highest lumi-
nosities, so that the clustering of their brightest luminosity threshold
samples exhibit diminished, rather than enhanced, clustering as a
result of assembly bias.

Neither set of our mock catalogues suffice for a detailed descrip-
tion of the SDSS clustering data; however, these predictions are

Figure 1. Assembly bias in abundance-matching models. The panel shows
the projected two-point correlation functions for several galaxy luminos-
ity threshold samples with Mr < −21 (top, offset +0.2 dex for clarity),
Mr < −20 (middle), and Mr < −19 (bottom, offset −0.2 dex). The points
with error bars represent measurements of wp(rp) from SDSS DR7 (Ze-
havi et al. 2011). The lines represent the predicted values of wp(rp) from
abundance-matching mock catalogues based on the Bolshoi simulation
(solid) and mock catalogues with precisely the same HODs, but with assem-
bly bias erased (dashed). The hatched regions about the abundance-matching
mock catalogue measurements represent the errors on the predicted wp(rp)
estimated from jackknife resampling of the simulation volume. We show
errors only for the assembly bias mock catalogues in the interest of clarity;
however, the errors on the wp(rp) in models with assembly bias erased are
similar.

broadly similar to SDSS clustering, so it is reasonable to suppose
that these catalogues exhibit some of the richness of the observed
galaxy data and may yield insight into galaxy clustering. For the
purposes of this paper, the salient point is that the clustering differ-
ences shown in Fig. 1 between the fiducial and assembly bias-erased
catalogues will drive our halo model fits to recover (erroneously)
distinct HODs.

As Fig. 1 shows, the relative size of the effect of galaxy assembly
bias on galaxy clustering statistics in these catalogues is large. The
clustering is most altered on relatively large scales (rp ! 1 h−1 Mpc),
suggesting that the effect is primarily due to the occupation statis-
tics of central galaxies. This is indeed the case, so it is useful to
examine the differences in host halo clustering among our mock
catalogues.

In Fig. 2, we compare the host halo populations in our mock
catalogues. The top panel of Fig. 2 shows the masses and maximum
circular velocities of objects in our catalogues with and without
assembly bias. The bottom panel of Fig. 2 compares the clustering
of haloes that are selected to have central galaxies in our fiducial
catalogues, with assembly bias, to the clustering of host haloes
in our catalogues in which assembly bias has been erased. For
demonstration purposes, we choose the Mr < −19 threshold sample
for this example because the galaxy assembly bias is largest for this
sample (Fig. 1), and because halo assembly bias is largest in low-
mass host haloes (Gao et al. 2005; Wechsler et al. 2006). Recall that
the mean occupation statistics of central galaxies in these catalogues
are identical by construction.

Each point in the top panel represents a central galaxy in one or
both of our luminosity-only Mr < −19 catalogues. Centrals that are
common to both catalogues appear as black triangles. The vertical
red line illustrates the Vmax cut corresponding to Mr < −19; the hori-
zontal green line illustrates the cut on halo mass M, that produces the
same corresponding number density of haloes. As discussed above,
when randomizing central galaxy occupation we include haloes that
did not necessarily host a central galaxy in the fiducial catalogue.
Thus, there is no guarantee that a halo hosting a central galaxy in
the fiducial catalogue will host a central in the no-assembly-bias
counterpart catalogue, and conversely. With red asterisks (green
diamonds) we show those host haloes in the Mr < −19 fiducial
catalogue (erased assembly bias catalogue) that do not appear in the
catalogue without (with) assembly bias. The haloes that are com-
mon to both catalogues represent approximately ≈74 per cent of the
host halo population. The remaining ≈26 per cent of haloes differ
between the two catalogues.

Now we turn attention to the bottom panel of Fig. 2. The solid,
black line shows the projected correlation function of the haloes
that are selected to have central galaxies in both our fiducial mock
catalogue (with assembly bias) and in our mock catalogue in which
assembly bias has been erased. The dashed and dotted lines show the
clustering of the haloes that are unique to the fiducial catalogue and
the catalogue with assembly bias erased, respectively. Fig. 2 shows
that the haloes that are distinct to the galaxy populations with and
without assembly bias are clustered significantly differently. The
haloes unique to the fiducial catalogues are a factor of ∼3 more
strongly clustered on small scales (rp " 1 h−1 Mpc) and a factor
of ∼2 more strongly clustered on large scales (rp ! 10 h−1 Mpc)
than the haloes unique to the galaxy populations with no assembly
bias. The difference in host halo clustering shown in Fig. 2 is nearly
sufficient to account for the entirety of the differences between
the two-point clustering in the Mr < −19 samples, even on scales
rp " 1 h−1 Mpc.
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DR2 NB DR3 NB

•In addition to being deeper, the data 
is much flatter than before and low-
surface brightness features are 
preserved
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Summary
• Little change in M* with redshift

– Build-up in passive galaxy population now clearly observed
– Discrepancy between MF derived star-formation rates and 

others seems to have gone away

• There slow evolution of in the peak of the M*/Mh 
relation 
– No evidence for “Halo downsizing”

• There is also remarkably slow evolution of 
distribution of galaxies in haloes 

• Bias evolves in such a way to counteract almost 
perfectly the reduction of clustering strength 
caused by projection effects: correlation lengths 
are constant. 
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