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ΛCDM very successful in describing the universe

The fluctuations are characterised by the power spectrum



ΛCDM very successful in describing the universe



NCMB ⇡ l2max ⇠ 107 NLSS ⇡
✓
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Galaxies
Lyα
21cm
…

Can we go beyond ΛCDM using LSS?



Tighter constraints on cosmological parameters
Measurements of neutrino masses, non-Gaussianities, running…
Possible surprises in the dark sector, modified gravity…

Many ongoing and future LSS surveys aim at:

The main challenge is the nonlinear evolution

Can we go beyond ΛCDM using LSS?

Analytical tools are essential for the modelling of LSS  
and data analysis



Outline

Review of perturbation theory for DM and biased tracers

Modelling of the BAO peak — IR resummation

Some open questions and future directions



Part I 

Perturbative approach to LSS



PT approach to LSS

The goal is to provide consistent templates for all observables 
on large scales (all n-point functions, BAO peak/wiggles…)
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PT approach to LSS

Matter behaves as a fluid on large scales
On large scales the density fluctuations are small

One can find perturbative solutions
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PT approach to LSS

The nonlinear power spectrum
2 One-loop Power Spectrum

Let us first consider the simplest case—the one-loop power spectrum. In perturbation theory

there are two di↵erent one-loop contributions. Using the usual approximation in which the time

dependence is separated from k dependence (for a review see [8]), the one-loop power spectrum

reads

P1�loop(k, ⌧) = D4(⌧)[P22(k) + P13(k)] , (2.1)

where ⌧ is conformal time, D(⌧) is the growth factor for matter fluctuations and the two terms

in the square brackets are given by

P22(k) = 2

Z

q
F 2

2 (q,k � q)Plin(q)Plin(|k � q|) , (2.2)

P13(k) = 6Plin(k)

Z

q
F3(q,�q,k)Plin(q) , (2.3)

where
R
q ⌘

R d3q
(2⇡)3 . Diagrammatic representation of these two contributions is shown in Fig. 1.

The explicit form of kernels Fn can be calculated using well-known recursion relations [8]. One

important point is that it is always possible to expand kernels in (2.2) and (2.3) in integer powers

of k2, q2 and |k � q|2. For example,

F2(q,k � q) =
5

14
+

3k2

28q2
+

3k2

28|k � q|2
�

5q2

28|k � q|2
�

5|k � q|2

28q2
+

k4

14|k � q|2q2
. (2.4)

A similar expression can be found for F3(q,�q,k).2 If we further decompose Plin(k) in power

laws using (1.1), the one-loop power spectrum becomes a sum of simple momentum integrals of

the following form Z

q

1

q2⌫1 |k � q|2⌫2
⌘ k3�2⌫12 I(⌫1, ⌫2) , (2.5)

where ⌫1 and ⌫2 are in general complex numbers.
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Figure 1. Diagrammatic representation of two contributions to the one-loop power spectrum.

As we already mentioned, the form of the integral is identical to the one-loop massless two

point function in QFT. The only di↵erence is that in this case the powers of the “propagators”

2In the expansion of F3(q,�q,k) some terms contain |k + q|2. Given that the kernels are always integrated

over q, one is allowed to do the following change of coordinates q ! �q and bring these terms to the same form

as in (2.4)
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PT approach to LSS
Introduction Lagrangian Space Eulerian Space Summary

Performance of SPT for the Power Spectrum
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Tobias Baldauf

Practical Aspects of the EFT of LSS

A well known problem, SPT seems not to converge
In power-law cosmologies the loops may even be infinite



PT approach to LSS

simulation PT

�simNL (k)� �PT
NL(k) ⇠ R2k2�lin(k) + · · ·

Simulations and PT conserve mass and momentum

The scale R is not calculable from PT (we can only estimate it)

Peebles (1980)



PT approach to LSS

@⌧� +r[(1 + �)v] = 0

@⌧v +Hv +r�+ v ·rv = �c2sr� + · · ·

r
2� =

3

2
H

2⌦m�

EFT operators
Baumann, Nicolis, 

Senatore, Zaldarriaga (2010)

Effects of short-scale fluctuations are encoded in counter-terms
Effective Field Theory approach to LSS

Carrasco, Hertzberg, Senatore (2012)

PUV
13 (k) = � 61

630⇡2
Plin(q)k

2

Z 1

0
dqPlin(q)k

Pcount.(k) = �2c2s(⌧)k
2Plin(k)

Leading UV sensitivity



PT approach to LSS

Including counter-terms (a single free parameter at two loops)

Pcount.(k) ⇠ c2s(⌧)
�
2P q!0

13 (k) + 2P q!0
15 (k) + 2P q!0

24 (k) + P q!0
33�II(k)

�

Introduction Lagrangian Space Eulerian Space Summary

Performance for the Power Spectrum
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[Baldauf, Mercolli, Zaldarriaga 2015], see also [Foreman, Perrier, Senatore 2015]

Tobias Baldauf

Practical Aspects of the EFT of LSS

Baldauf, Mercolli, Zaldarriaga (2015)



PT approach to LSS

Bias expansion

�(g) = F [rirj�] = b1� + b2�
2 + bs2(rirj�)

2 + b̃r2� · · ·

Desjacques, Jeong, Schmidt (2016)
Review:

Write down all possible “operators” compatible with symmetries

Additional complication: non-locality in time…

Galaxy formation is a local 
function of the tidal field + 
stochastic proceses



PT approach to LSS

At one-loop in PT: 4 bias parameters for the power spectrum

The same bias parameters are in the bispectrum

One-loop bias model valid up to k~0.2h/Mpc, with ~10% precision

For the 1% precision, we will have to do better…

(halos in real space)



PT approach to LSS

Do we really need all these parameters? Yes! 22

Figure 6. Mean-square error h|�model
h (k)� �truthh (k)|2i of halo bias models, compared to the naive Poisson prediction 1/n̄ shown

in solid black. Di↵erent panels show di↵erent halo mass bins; di↵erent colors represent di↵erent bias models. For all mass bins
the quadratic and cubic bias models have the smallest model error on large scales. Shaded areas represent the 1� credibility
interval if bias transfer functions are allowed to be free functions of k, with uncertainty estimated from the scatter between
five independent simulations. If we instead fit these transfer functions using five k-independent parameters b1, cs, b�3 , b2, and
bG2 , we obtain the dashed curves for the quadratic and cubic bias models. For the two highest halo mass bins we also show a
partial cubic bias model which includes �̃3(k). The small suppression of all curves at high k is due to the CIC window used to
paint particles to the grid. For the lowest halo mass bin, keeping �Z as an extra field in the quadratic model without a transfer
function yields the grey dashed curve.

The error shown in color in Fig. 6 is the minimum mean-square model error if the transfer functions �i(k) of the bias
models are allowed to be free functions of k, obtained using linear regression in each k-bin as described in Section III
above. If we instead restrict the functional form of these transfer functions to a theory prediction by fitting the linear
regression transfer functions �i(k) using five k-independent parameters b1, cs, b�3 , b2, and bG2 (see Section IXD below
for details), we obtain the black dashed curves in Fig. 6 in the case of the quadratic and partially cubic bias model
(for the latter we fit b3(k) with a constant sixth parameter). This more conservative model error is only minimally
larger than before, which reflects the fact that the transfer functions are well described by their 5- or 6-parameter fit
as discussed in Section IX D below.

For the lowest halo mass bin, shown in the top left panel of Fig. 6, we show two dashed lines corresponding to
the quadratic bias model. The di↵erence between them is whether or not �Z is absorbed in the bias expansion using
Eq. (??). The gray dashed curve is obtained keeping �Z explicitly in the bias expansion as an extra field with the
fixed transfer function. In this case the noise is somewhat di↵erent with respect to the standard second order bias
model, which implies that G̃3 and higher-order terms in the expansion of the Zel’dovich field become important. This

Assassi, Schmittfull, MS, Zaldarriaga (in prep.)

Preliminary!



PT approach to LSS

RSD and IR-resummation

Higher order statistics: bispectrum, trispectrum, covariance matrix…

Fast methods for evaluation of loop integrals

Different flavors: Eulerian and Lagrangian EFT, TSPT,…

Theoretical systematics and data analysis



Theoretical errors in PT

The goal is to increase kmax
Gravitational nonlinearities large

Higher order terms: 
estimate of the error
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Plin error
P1 L error
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A different proposal (without coherence length) 
Audern, Lesgourgues, Bird, Haehnelt, Viel, JCAP 1301, 026 (2013)
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Theoretical errors in PT
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Part II 

Modeling of the BAO peak



Modeling of the BAO peak

One well-known problem of the Eulerian PT

linear

1-loop
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`BAO ⇠ 100 h�1Mpc

 But PT should work at



Modeling of the BAO peak

q

q ⌧ 2⇡/`BAO

no effect (exact squeezed limit)

2⇡/`BAO < q ⌧ 2⇡/�

observable effect (spread of the peak)

(not Zel’dovich displacements)
Galaxies in free fall �xi ⇠ ri� ⇠ ri

r2
�

4

powers of �/`BAO and q�, respectively. Hence, due to the
bulk motions, ⇠̃g has a broader peak with ⌃2

⇤
given by

⌃2

⇤
⇡

1

6⇡2

Z
⇤

0

dqPlin(q)[1�j0(q`BAO)+2j2(q`BAO)], (14)

where jn is the nth order Bessel function.
It is easy to perturbatively confirm the above result

when ⇠g is taken to be the dark matter correlation: The
leading contribution of the long wavelength modes to the
one-loop power spectrum of the peak reads5

Pw
1�loop

(k > ⇤) =

Z
⇤ d3q

(2⇡)3
(q · k)2

q4
Plin(q)

[Pw
lin
(|k + q|) + Pw

lin
(|k + q|)� 2Pw

lin
(k)] .

(16)

For q ⌧ k the expression in the square brackets simpli-
fies to 2Pw

lin
(k) sin2(q · k̂`BAO/2), and taking the Fourier

transform with respect to k reproduces (13).
Note that for any k, our approximation is valid for all

q ⌧ k while the above expressions are based on a rigid
separation of scales above and below ⇤. Of course, in
reality Pw

g (k) has support in a large range of momenta,

roughly 0.05 � 1hMpc�1. Even if a q-mode falls in this
range, it is still true that its leading e↵ect on higher k
modes is the mere bulk motion. Therefore, it contributes
to the peak power through ⇠g,L, and at the same time,
broadens it by dispersing the shorter modes. A better
estimate of the width can be obtained by including for
each k the broadening e↵ect of all smaller q modes, i.e.
by taking ⇤ to increase with k. Below, we will implement
this idea by taking ⇤ = ✏k, with ✏ ⌧ 1.

Infra-red resummation.— The induced broadening
⌃2 turns out to be a sizable fraction of the actual width
of the observed correlation functions. A more accurate
description should, therefore, treat the relative motions
non-perturbatively. To this end, we rewrite (2) as (see
e.g. [7])

D
�g(

x

2
, t)�g(�

x

2
, t)

E

�L
'

Z
d3k

(2⇡)3
eik·x

exp
h
2i�q(t) sin

⇣q · x

2

⌘q · k

q2

i
h�g(k, t)�g(�k, t)i ,

(17)

which is valid to all orders in the relative displacement
�q/q. As before, this is only relevant in the presence

5 The full one-loop power spectrum is given by
Z

d3q

(2⇡)3
[6F3(q,�q,k) + 4F 2

2 (q,k � q)]Plin(q)Plin(k) . (15)

For q ⌧ k it reduces to (16). Incidentally, this coincides with

1

2

Z

q⌧k

d3q

(2⇡)3
P�1

lin
(q) h�q��q�k��ki ,

as expected from the remark after (12).

of a feature. Taking the expectation value over the re-
alizations of the q modes, approximating them, as we
did so far, as being Gaussian, and using hexp(i')i =
exp(�

⌦
'2

↵
/2) for Gaussian variables, we obtain our final

expression for the dressed two-point correlation function
around r ⇡ `BAO

⇠̃g(x) '

Z
d3k

(2⇡)3
eik·xe�⌃

2

✏kk
2

h�g(k, t)�g(�k, t)i✏ . (18)

To write the exponent in the above form, we have used
the fact that r2

⇡ @2
r [and therefore k2 ⇡ (x̂ · k)2] up to

corrections of order �/`BAO. In principle, the exponen-
tial factor should only multiply the peak power Pw

g (k),
though in practice the smooth background at r ⇡ `BAO is
insensitive to the presence of this factor since ⌃ ⌧ `BAO.
The subscript ✏ on the momentum space expectation
value on the r.h.s. indicates that it should be evalu-
ated in the absence of modes with momentum q smaller
than ✏k, though it contains all short scale nonlinearities.
Within a perturbative framework, it is possible to include
dynamical e↵ects of the long modes, as well as their non-
Gaussianity by writing more complicated expressions (see
below).
Taking ✏ = 1/2 the above expression predicts an e↵ec-

tive broadening of ⌃✏k⇤ ⇡ 6h�1Mpc, where k⇤ is defined
by ⌃✏k⇤k⇤ = 1. To get an idea of how well (18) performs,
we set �g = � and approximate the exclusive expectation
value in the integral first by the linear matter power spec-
trum, and then by the 1-loop perturbation theory result.
The first approximation underestimates the broadening
by neglecting short scale nonlinearities and therefore pre-
dicts a slightly sharper peak.
Let us discuss the 1-loop approximation in more de-

tails to see how (18) can be used to improve perturbative
results. Two points have to be kept in mind: (i) The
broadening is only relevant for the acoustic peak, hence
the exponential broadening in (18) multiplies Pw

✏ (k). (ii)
Replacing Pw

✏ (k) with the 1-loop power spectrum double-
counts the e↵ect of the long modes since the 1-loop result
already contains ⌃2

✏kk
2Pw

lin
(k) [c.f. (16)]. Hence an infra-

red resummed version of the 1-loop power spectrum can
be written as [6]

P̃ (k) = Pnw
lin

(k) + Pnw
1�loop

(k)

+e�⌃
2

✏kk
2

(1 + ⌃2

✏kk
2)Pw

lin
(k) + e�⌃

2

✏kk
2

Pw
1�loop

(k),

(19)

where the first line contains just the smooth part of the
power spectrum. When considering loop integrals with
large internal momenta, one should allow for the possi-
bility of higher derivative corrections to the dark mat-
ter equations of motion. They compensate for the error
made in treating the short-scale modes as a perfect fluid.
Therefore, our 1-loop power spectrum di↵ers from (15)
by one such corrections:

P1�loop(k) = P13(k) + P22(k)�R2k2Plin(k), (20)
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dqPlin(q)[1�j0(q`BAO)+2j2(q`BAO)], (14)

where jn is the nth order Bessel function.
It is easy to perturbatively confirm the above result

when ⇠g is taken to be the dark matter correlation: The
leading contribution of the long wavelength modes to the
one-loop power spectrum of the peak reads5

Pw
1�loop

(k > ⇤) =

Z
⇤ d3q

(2⇡)3
(q · k)2

q4
Plin(q)

[Pw
lin
(|k + q|) + Pw

lin
(|k + q|)� 2Pw

lin
(k)] .

(16)

For q ⌧ k the expression in the square brackets simpli-
fies to 2Pw

lin
(k) sin2(q · k̂`BAO/2), and taking the Fourier

transform with respect to k reproduces (13).
Note that for any k, our approximation is valid for all

q ⌧ k while the above expressions are based on a rigid
separation of scales above and below ⇤. Of course, in
reality Pw

g (k) has support in a large range of momenta,

roughly 0.05 � 1hMpc�1. Even if a q-mode falls in this
range, it is still true that its leading e↵ect on higher k
modes is the mere bulk motion. Therefore, it contributes
to the peak power through ⇠g,L, and at the same time,
broadens it by dispersing the shorter modes. A better
estimate of the width can be obtained by including for
each k the broadening e↵ect of all smaller q modes, i.e.
by taking ⇤ to increase with k. Below, we will implement
this idea by taking ⇤ = ✏k, with ✏ ⌧ 1.

Infra-red resummation.— The induced broadening
⌃2 turns out to be a sizable fraction of the actual width
of the observed correlation functions. A more accurate
description should, therefore, treat the relative motions
non-perturbatively. To this end, we rewrite (2) as (see
e.g. [7])

D
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2
, t)
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�L
'
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(2⇡)3
eik·x
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h
2i�q(t) sin

⇣q · x

2

⌘q · k

q2

i
h�g(k, t)�g(�k, t)i ,

(17)

which is valid to all orders in the relative displacement
�q/q. As before, this is only relevant in the presence

5 The full one-loop power spectrum is given by
Z

d3q

(2⇡)3
[6F3(q,�q,k) + 4F 2

2 (q,k � q)]Plin(q)Plin(k) . (15)

For q ⌧ k it reduces to (16). Incidentally, this coincides with

1

2

Z

q⌧k

d3q

(2⇡)3
P�1

lin
(q) h�q��q�k��ki ,

as expected from the remark after (12).

of a feature. Taking the expectation value over the re-
alizations of the q modes, approximating them, as we
did so far, as being Gaussian, and using hexp(i')i =
exp(�

⌦
'2

↵
/2) for Gaussian variables, we obtain our final

expression for the dressed two-point correlation function
around r ⇡ `BAO

⇠̃g(x) '

Z
d3k

(2⇡)3
eik·xe�⌃

2

✏kk
2

h�g(k, t)�g(�k, t)i✏ . (18)

To write the exponent in the above form, we have used
the fact that r2

⇡ @2
r [and therefore k2 ⇡ (x̂ · k)2] up to

corrections of order �/`BAO. In principle, the exponen-
tial factor should only multiply the peak power Pw

g (k),
though in practice the smooth background at r ⇡ `BAO is
insensitive to the presence of this factor since ⌃ ⌧ `BAO.
The subscript ✏ on the momentum space expectation
value on the r.h.s. indicates that it should be evalu-
ated in the absence of modes with momentum q smaller
than ✏k, though it contains all short scale nonlinearities.
Within a perturbative framework, it is possible to include
dynamical e↵ects of the long modes, as well as their non-
Gaussianity by writing more complicated expressions (see
below).
Taking ✏ = 1/2 the above expression predicts an e↵ec-

tive broadening of ⌃✏k⇤ ⇡ 6h�1Mpc, where k⇤ is defined
by ⌃✏k⇤k⇤ = 1. To get an idea of how well (18) performs,
we set �g = � and approximate the exclusive expectation
value in the integral first by the linear matter power spec-
trum, and then by the 1-loop perturbation theory result.
The first approximation underestimates the broadening
by neglecting short scale nonlinearities and therefore pre-
dicts a slightly sharper peak.
Let us discuss the 1-loop approximation in more de-

tails to see how (18) can be used to improve perturbative
results. Two points have to be kept in mind: (i) The
broadening is only relevant for the acoustic peak, hence
the exponential broadening in (18) multiplies Pw

✏ (k). (ii)
Replacing Pw

✏ (k) with the 1-loop power spectrum double-
counts the e↵ect of the long modes since the 1-loop result
already contains ⌃2

✏kk
2Pw

lin
(k) [c.f. (16)]. Hence an infra-

red resummed version of the 1-loop power spectrum can
be written as [6]

P̃ (k) = Pnw
lin

(k) + Pnw
1�loop

(k)

+e�⌃
2

✏kk
2

(1 + ⌃2

✏kk
2)Pw

lin
(k) + e�⌃

2

✏kk
2

Pw
1�loop

(k),

(19)

where the first line contains just the smooth part of the
power spectrum. When considering loop integrals with
large internal momenta, one should allow for the possi-
bility of higher derivative corrections to the dark mat-
ter equations of motion. They compensate for the error
made in treating the short-scale modes as a perfect fluid.
Therefore, our 1-loop power spectrum di↵ers from (15)
by one such corrections:

P1�loop(k) = P13(k) + P22(k)�R2k2Plin(k), (20)

Baldauf, Mirbabayi, MS, Zaldarriaga (2015)
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has been kept in (??). For each q mode, this scales as
Plin(q)(`BAO/�)2 for q ⌧ `�1

BAO
, and Plin(q)/(q�)2 for

q > `BAO. The corrections are suppressed by one or
more powers of �/`BAO and q�, respectively. Hence, due
to the bulk motions, ⇠̃g has a broader peak with ⌃2

⇤
given

by

⌃2

⇤
⇡

1

6⇡2

Z
⇤

0

dqPlin(q)[1�j0(q`BAO)+2j2(q`BAO)], (15)

where jn is the nth order spherical Bessel function.
It is easy to perturbatively confirm the above result

when ⇠g is taken to be the dark matter correlation: The
leading contribution of the long wavelength modes to the
one-loop power spectrum of the peak reads5

Pw
1�loop

(k > ⇤) =
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⇤ d3q

(2⇡)3
(q · k)2

q4
Plin(q)

[Pw
lin
(|k + q|) + Pw

lin
(|k � q|)� 2Pw

lin
(k)] .

(17)

For q ⌧ k the expression in the square brackets simplifies
to �4Pw

lin
(k) sin2(q · k̂`BAO/2), giving

Pw
1�loop

(k > ⇤) = ⌃2

⇤
k2Pw

lin
(k), (18)

and taking the Fourier transform with respect to k re-
produces (??).

Note that for any k, our approximation is valid for all
q ⌧ k while the above expressions are based on a rigid
separation of scales above and below ⇤. Of course, in
reality Pw

g (k) has support in a large range of momenta,

roughly (0.05�1) hMpc�1. Even if a q-mode falls in this
range, it is still true that its leading e↵ect on higher k
modes is the mere bulk motion. Therefore, it contributes
to the peak power through ⇠g,L, and at the same time,
broadens it by dispersing the shorter modes. A better
estimate of the width can be obtained by including for
each k the broadening e↵ect of all smaller q modes, i.e.
by taking ⇤ to increase with k. Below, we will implement
this idea by taking ⇤ = ✏k, with ✏ ⌧ 1.

Taking ✏ = 1/2, the above expression (??) predicts an
e↵ective broadening of ⌃✏k⇤ ⇡ 5.5h�1Mpc, where k⇤ is
defined by ⌃✏k⇤k⇤ = 1. This turns out to be a sizable
fraction of the actual width of the observed matter cor-
relation function. We compare the theoretical prediction

5 The full one-loop power spectrum is given by
Z

d3q

(2⇡)3
[6F3(q,�q,k)Plin(k)+2F 2

2 (q,k�q)Plin(|k�q|)]Plin(q) .

(16)
For q ⌧ k it reduces to (??). Incidentally, this coincides with

1

2

Z

q⌧k

d3q

(2⇡)3
P�1

lin
(q) h�q��q�k��ki ,

as expected from the remark after (??).
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FIG. 3. The acoustic peak in the matter correlation function
in linear theory (solid), 1-loop perturbation theory (dashed),
and simulation.

with the result of an N -body simulation6 in fig. ??. It is
seen that the perturbative treatment has completely de-
formed the shape of the peak. A more accurate descrip-
tion should, therefore, treat the relative motions non-
perturbatively.

Infra-red resummation.— We can obtain a formula
which is valid to all orders in the relative displacement
�q/q, by rewriting (??) as (see e.g. [? ])

D
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d3k
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exp
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2i�q(t) sin

⇣q · x

2
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i
h�g(k, t)�g(�k, t)i .

(19)

As before, this is only relevant in the presence of a fea-
ture. Taking the expectation value over the realizations
of the q modes, approximating them, as we did so far, as
being Gaussian, and using hexp(i')i = exp(�

⌦
'2

↵
/2)

for Gaussian variables, we obtain our final expression
for the dressed two-point correlation function around

6 We are measuring power spectra and correlation functions in a
suite of 16 dark matter only simulations, each of which captures
the evolution of 10243 particles in a box of 15003 h�3Mpc3. The
matter density parameter is ⌦m = 0.272, the tilt ns = 0.967 and
the normalization �8 = 0.81. The leading cosmic variance has
been divided out, such that the error bars reflect the sub-leading
cosmic variance.



Modeling of the BAO peak
6

ture are not absent. The presence of this feature is the
cause for the common wisdom that SPT does not work
for the correlation function. As the good performance of
the IR-resummed EFT proves, the failure is not related
to the high-k behavior of the perturbation theory but
to the missing non-perturbative treatment of motions.
One can indeed see that the IR-resummed EFT provides
a good description of the correlation function down to
10 h�1Mpc separations [? ].

Another feature of fig. ?? that is worth emphasizing is
the shift of the peak compared to the linear correlation
function. This shift is expected to be due to corrections
to ⇠̃g of order ⌃2⇠0g/`BAO, which are smaller than the
broadening e↵ects by a factor of �/`BAO [? ]. They
are not entirely fixed by symmetries since the cross cor-
relation between a displacement and other nonuniversal
e↵ects — e.g. arising from living in an over dense re-
gion — caused by a long wavelength mode contributes at
the same level. Nevertheless, they can be calculated in
perturbation theory and are included, to leading order,
in the 1-loop result, which predicts the position of the
peak reasonably well. On the other hand, the BAO re-
construction schemes, to be discussed below, reproduce
the original peak by virtue of undoing the displacements
caused by the long modes which also eliminates the above
mentioned cross correlations.

For comparison, we have also plotted in fig. ?? the
Zel’dovich correlation function, which is known to give
a relatively accurate description of the BAO spread. We
will next argue that the success of the Zel’dovich approx-
imation is because it can be formulated as (??).

Zel’dovich approximation.— The matter correlation
function can be related to the correlation function of the
relative displacement �s(z) of two points with initial
(Lagrangian) separation z:

1+⇠(x) =

Z
d3k

(2⇡)3
eik·x

Z
d3ze�ik·z

D
e�k·�s(z)

E
. (23)

In the Zel’dovich approximation, �s is replaced by its
linear expression, and the above expectation value is triv-
ially expressed in terms of the variance

Aij(z) =
⌦
�si(z)�sj(z)

↵

=

Z
d3q

qiqj

q4
Plin(q) sin

2

⇣q · z

2

⌘
.

(24)

Let us define Zel’dovich power spectrum as the result of
the inner integral in (??) at k 6= 0:

Pz(k) =

Z
d3ze�ik·ze�

1

2
Aij

(z)kikj

, (25)

which in the presence of the BAO feature contains an
oscillating component Pw

z (k). This can be approximated
by the product of a non-smoothed piece times a broad-
ening factor, as in (??): Define Aij

S (z,⇤), and Aij
L (z,⇤)

by the same integral as in (??), but taken, respectively,

linear

IR-resummed linear

IR-resummed 1-loop
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FIG. 5. Various theoretical approximations to the acoustic
peak in the correlation function as well as simulation mea-
surements. Solid: linear, dashed: IR-resummed linear, dot-
dashed: IR-resummed 1-loop, and dotted: Zel’dovich.

over short modes q > ⇤, and long modes q < ⇤. So we
have

Aij(z) = Aij
S (z,⇤) +Aij

L (z,⇤). (26)

A Zel’dovich power spectrum in the absence of the long
modes Pz,S(k,⇤), where ⇤ ⌧ k, can now be defined by

replacing Aij
! Aij

S in (??). This is the analog of the
last factor in (??): it contains the full nonlinear e↵ect of
the short modes in the Zel’dovich approximation, but no
long modes whatsoever.
Consider now the full Pz(k). The integral in (??) is

dominated by z = O(1/k), and, if k is in the support of
Pw
z (k), by z = ±`BAOk̂+O(1/k). The second contribu-

tion is what we called Pw
z (k). Here, Aij

L (z) is first of all
appreciable, and second, it can be approximated to be a
constant given by its value at z = `BAOk̂ to yield

Pw
z (k) ⇡ e�

1

2
Aij

L (`BAOk̂,⇤)kikj

Pw
z,S(k,⇤)

⇡ e�⌃
2

⇤
k2

Pw
z,S(k,⇤).

(27)

The second equality holds up to terms suppressed by
�/`BAO. Replacing ⇤ ! ✏k results in the desired ana-
log of (??).
Hence, the Zel’dovich approximation, despite being a

crude model of short scale dynamics, gives an accurate
description of BAO broadening by taking into account
the leading displacement caused by all longer wavelength

Parameter-free modeling of the BAO peak (including bias, RSD…)

Different form the standard  
formula for the spread of the 
BAO peak

Baldauf, Mirbabayi, MS, Zaldarriaga (2015)
Senatore, Zaldarriaga (2014)

Vlah, Seljak, Chu, Feng (2015)
Blas, Garny, Ivanov, Sibiryakov (2016)

Senatore, Trevisan (2017)

Crocce, Scoccimarro (2007)
Eisenstein, Seo, White (2007)

Only long-short shifts
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Modeling of the BAO peak

Clear connection to higher-point correlation functions

x = q`BAO
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Modeling of the BAO peak

The BAO peak is a playground for modified gravity theories

The infrared structure of correlators for arbitrary small q

h�~q �gA~k1
�gB~k2

i0q!0 = ��
~q · ~k1
q2

P�(q)h�gA~k1
�gB~k2

i0

Creminelli, Gleyzes, Hui, MS, Vernizzi (2013)

Possible test for different models that violate the EP



Part III 

Some open questions



Important questions for future LSS surveys

What is the optimal model for the galaxy power spectrum?

What do we gain using the bispectrum?

How to make a reliable estimate of theoretical errors?

How to exploit “same-realization” measurements to improve 
theoretical models?

Should we think about alternatives, like reconstruction of the IC?



Reconstruction of the initial conditions

Can we do as well for haloes in redshift space?

9

B. Correlation with the linear initial conditions

The two-dimensional (2D) slices and one-point his-
tograms of the mass density are useful qualitative mea-
sures, indicating that the reconstruction algorithm can at
least partially recover the initial conditions. To check this
more quantitatively and rigorously we turn to Fourier
space.

Fig. 4 shows the cross-correlation coe�cient r(k) be-
tween the reconstructed density and the linear initial con-
ditions as a function of Fourier wavenumber k measured
from our L = 500 h

�1Mpc simulation at z = 0. Using
our first-order method, the reconstructed density is more
than 95% correlated with the initial conditions on scales
k  0.31 hMpc�1. Using our second-order method, this
is the case on scales k  0.35 hMpc�1. For compari-
son, the wavenumber where the correlation with the ini-
tial conditions drops below 95% is k = 0.18 hMpc�1

for standard reconstruction, and k = 0.07 hMpc�1 for
the nonlinear density without reconstruction, in the same
simulation. Based on this correlation coe�cient with the
linear density, our reconstruction thus improves the k

range by a factor of 2 over standard reconstruction, and
by a factor of 5 compared to performing no reconstruc-
tion. At redshift z = 0.6 the improvement factors are
similar; see Fig. 13 in the appendix.

Related to this, the lower panel of Fig. 4 shows the
fractional error of the reconstructed density phases. This
is represented by the power spectrum of the di↵erence
between reconstructed density and true linear density,
in units of the linear power spectrum. This fractional
nonlinear error power can be shown to reduce to one
minus the squared correlation with the initial condi-
tions [12].2 Fig. 4 demonstrates that our reconstruc-
tion significantly reduces this nonlinear error and im-
proves the correlation with the initial conditions on all
scales, outperforming the standard method. For our
second-order method, the nonlinear error power relative
to the linear power is 1 � r

2
' (10�6

, 10�4
, 10�3

, 10�2)
at k = (0.02, 0.06, 0.1, 0.2) hMpc�1 at z = 0. At higher
redshift, z = 0.6, the nonlinear error at the same scales is
slightly smaller, so that 1�r

2
' (10�6

, 10�4
, 10�3

, 10�2)
at k = (0.02, 0.1, 0.15, 0.3) hMpc�1 as shown in Fig. 13
in the appendix. At both redshifts the nonlinear error
is very small, so that for most practical purposes we can
regard the reconstructed and initial densities as identical
on large scales.

At some point, reconstruction should be limited by
the stochastic displacement term identified in [11], be-
cause it prohibits a deterministic mapping between initial
and final conditions, at least using perturbation theory.
This would imply that one cannot improve over 1� r

2
'

2
Focusing on the density phase correlation, we have implicitly as-

sumed here that the reconstructed density is rescaled by TF(k) ⌘
h�̂0�0i/h�0�0i as in Eq. 4.6 in [12]. We will discuss the density

amplitude later in Section IVE and Appendix A.

FIG. 4. Top: Correlation coe�cient with the linear ini-
tial conditions, r(k) ⌘ h��0i /

p
h��i h�0�0i, as a function of

wavenumber k. Bottom: Power in the di↵erence between ini-
tial and reconstructed fields in units of the power spectrum of
the initial field. This is given by one minus the squared cor-
relation coe�cient with the initial conditions, 1 � r2(k). In
the shaded regions the correlation with the initial conditions
is better than 95%. Reconstruction improves the correlation
with the initial conditions substantially. The curves are com-
puted from a L = 500 h�1Mpc simulation at redshift z = 0.

(5⇥ 10�5
, 5⇥ 10�4

, 10�2) at k = (0.06, 0.1, 0.2) hMpc�1

at z = 0, as shown in Fig. 22 of [11]. Our second-order
reconstruction reaches that limit within a factor of about
2. We therefore expect that other reconstruction meth-
ods could improve over our method by at most a factor
of 2 on large scales.
As motivated in the Introduction, using our method to

recover initial conditions over a wide range of scales can
substantially improve many of the science goals of galaxy
surveys by increasing the number of linear Fourier modes
amenable to cosmological analysis. An important caveat
is, however, that our numerical setup is rather idealized
because we work with DM particles and ignore galaxy
biasing and redshift space distortions. Both e↵ects will

Baldauf, Schmittfull, Zaldarriaga (2017)



Conclusions

Very good understanding of large-scale clustering of DM

More work needed for RSD and biased tracers

Much more work needed for higher order correlation functions

Alternatives to n-point functions promising but largely unexplored
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Theoretical errors in PT



PT approach to LSS

Comparison on the level of the density field
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[Baldauf, Schaan, Zaldarriaga 2015]

Tobias Baldauf

Practical Aspects of the EFT of LSS

1� r2 = 1� h�PT�simi2

h�PT�PTih�sim�simi
Baldauf, Schaan, Zaldarriaga (2015)



Theoretical uncertainties

Significant impact on data analysis!

9

B. Correlation with the linear initial conditions

The two-dimensional (2D) slices and one-point his-
tograms of the mass density are useful qualitative mea-
sures, indicating that the reconstruction algorithm can at
least partially recover the initial conditions. To check this
more quantitatively and rigorously we turn to Fourier
space.

Fig. 4 shows the cross-correlation coe�cient r(k) be-
tween the reconstructed density and the linear initial con-
ditions as a function of Fourier wavenumber k measured
from our L = 500 h

�1Mpc simulation at z = 0. Using
our first-order method, the reconstructed density is more
than 95% correlated with the initial conditions on scales
k  0.31 hMpc�1. Using our second-order method, this
is the case on scales k  0.35 hMpc�1. For compari-
son, the wavenumber where the correlation with the ini-
tial conditions drops below 95% is k = 0.18 hMpc�1

for standard reconstruction, and k = 0.07 hMpc�1 for
the nonlinear density without reconstruction, in the same
simulation. Based on this correlation coe�cient with the
linear density, our reconstruction thus improves the k

range by a factor of 2 over standard reconstruction, and
by a factor of 5 compared to performing no reconstruc-
tion. At redshift z = 0.6 the improvement factors are
similar; see Fig. 13 in the appendix.

Related to this, the lower panel of Fig. 4 shows the
fractional error of the reconstructed density phases. This
is represented by the power spectrum of the di↵erence
between reconstructed density and true linear density,
in units of the linear power spectrum. This fractional
nonlinear error power can be shown to reduce to one
minus the squared correlation with the initial condi-
tions [12].2 Fig. 4 demonstrates that our reconstruc-
tion significantly reduces this nonlinear error and im-
proves the correlation with the initial conditions on all
scales, outperforming the standard method. For our
second-order method, the nonlinear error power relative
to the linear power is 1 � r

2
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, 10�4
, 10�3

, 10�2)
at k = (0.02, 0.06, 0.1, 0.2) hMpc�1 at z = 0. At higher
redshift, z = 0.6, the nonlinear error at the same scales is
slightly smaller, so that 1�r

2
' (10�6

, 10�4
, 10�3

, 10�2)
at k = (0.02, 0.1, 0.15, 0.3) hMpc�1 as shown in Fig. 13
in the appendix. At both redshifts the nonlinear error
is very small, so that for most practical purposes we can
regard the reconstructed and initial densities as identical
on large scales.

At some point, reconstruction should be limited by
the stochastic displacement term identified in [11], be-
cause it prohibits a deterministic mapping between initial
and final conditions, at least using perturbation theory.
This would imply that one cannot improve over 1� r

2
'

2
Focusing on the density phase correlation, we have implicitly as-

sumed here that the reconstructed density is rescaled by TF(k) ⌘
h�̂0�0i/h�0�0i as in Eq. 4.6 in [12]. We will discuss the density

amplitude later in Section IVE and Appendix A.

FIG. 4. Top: Correlation coe�cient with the linear ini-
tial conditions, r(k) ⌘ h��0i /

p
h��i h�0�0i, as a function of

wavenumber k. Bottom: Power in the di↵erence between ini-
tial and reconstructed fields in units of the power spectrum of
the initial field. This is given by one minus the squared cor-
relation coe�cient with the initial conditions, 1 � r2(k). In
the shaded regions the correlation with the initial conditions
is better than 95%. Reconstruction improves the correlation
with the initial conditions substantially. The curves are com-
puted from a L = 500 h�1Mpc simulation at redshift z = 0.

(5⇥ 10�5
, 5⇥ 10�4

, 10�2) at k = (0.06, 0.1, 0.2) hMpc�1

at z = 0, as shown in Fig. 22 of [11]. Our second-order
reconstruction reaches that limit within a factor of about
2. We therefore expect that other reconstruction meth-
ods could improve over our method by at most a factor
of 2 on large scales.
As motivated in the Introduction, using our method to

recover initial conditions over a wide range of scales can
substantially improve many of the science goals of galaxy
surveys by increasing the number of linear Fourier modes
amenable to cosmological analysis. An important caveat
is, however, that our numerical setup is rather idealized
because we work with DM particles and ignore galaxy
biasing and redshift space distortions. Both e↵ects will

(V k3max)
�1/2

Baldauf, Mirbabayi, MS, Zaldarriaga (2015)



Efficient evaluation of cosmological statistics

A convolution integral — easy to solve using FFT(Log)

McEwen, Fang, Hirata, Blazek (2016)  — FastPT
Schmittfull, Vlah, McDonald (2016)

This trick works only for the one-loop power spectrum

P22(k) = 2

Z

q
F 2
2 (q,k � q)Plin(q)Plin(|k � q|)

F2(q,k � q) =
5

14
+

3k2

28q2
+

3k2

28|k � q|2

� 5q2

28|k � q|2 � 5|k � q|2

28q2
+

k4

14|k � q|2q2



Efficient evaluation of cosmological statistics

A different point of view on FFTLog
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dimensionality. This poses a direct challenge to our ability to interrogate large datasets and one

that merely more and faster computers will not address.

In order to simplify and speed up loop calculations we require new ideas, new strategies, to

approach the problem. One inspiring idea, developed in [9] and [10], is to use Fast Fourier Trans-

form (FFT) for e�cient evaluation of the one-loop power spectrum. After first “deconvolving”

the lowest order PT solutions, and performing all angular integrals, the one-loop expressions

reduce to a set of simple one-dimensional integrals that can be e�ciently evaluated using FFT.

Unfortunately, deconvolving higher order perturbative solutions and extending this approach to

the one-loop bispectrum or the two-loop power spectrum proves to be challenging [11].

In this paper we build on ideas of [9, 10] but choose a slightly di↵erent strategy which allows

us to go beyond the one-loop power spectrum. Let us briefly sketch the main idea behind our

proposal. Prior to doing any integrals, the linear power spectrum is expanded as a superposition

of ideal self-similar power-law cosmologies. This is naturally accomplished using FFT in log k.

Given some range of wavenumbers of interest, from kmin to kmax, the approximation for the linear

power spectrum with N sampling points is [9, 12]

P̄lin(kn) =

m=N/2X

m=�N/2

cm k⌫+i⌘m
n , (1.1)

where the coe�cients cm and the frequencies ⌘m are given by

cm =
1

N

N�1X

l=0

Plin(kl) k�⌫
l k�i⌘m

min e�2⇡iml/N , ⌘m =
2⇡m

log(kmax/kmin)
. (1.2)

Notice that the we denote the approximation for the linear power spectrum with P̄lin(k), while

eq. (1.2) uses the exact linear power spectrum Plin(k) to calculate the coe�cients cm. We will keep

using the same notation throughout the paper. The parameter ⌫ is an arbitrary real number. As

we will see, the simplest choice ⌫ = 0 is insu�cient in some applications, so we will use the more

general form of the Fourier transform. In the terminology of [9] we call this ⌫ parameter bias.

Note that the powers in the power-law expansion are complex numbers. In practice, even a small

number of power-laws, O(100), is enough to capture all features of the linear power spectrum

including the BAO wiggles. One important thing to keep in mind is that the Fourier transform

produces the power spectrum that is periodic in log k. Therefore, we will take care to choose kmin

and kmax such that we cover the range of scales where we actually care about the value of the

power spectrum. In other words we are choosing the momentum range where the loop integrals

have the most of the support. However, one always has to be careful about possible contributions

particularly from high k modes or short scales.

Is this a limitation? Absolutely not. At the heart of the EFT understanding is the simple

recognition that the PT idealized description of satisfying fluid-like equations of motion can only

be valid at certain scales. This is much the same as the hydrodynamic description of liquid water

is only valid at certain scales. Attempting to integrate this approximation over scales outside

of its validity introduces non-parametrically controlled errors. Instead the information in the

3

Any cosmology can be written as a sum of power-law universes
All cosmology dependence is just in c_m

Hamilton (2000)



Efficient evaluation of cosmological statistics

Convolution integrals in PT

MS, Baldauf, Zaldarriaga, Carrasco, Kollmeier (2017)

P22(k) = 2

Z

q
F 2
2 (q,k � q)Plin(q)Plin(|k � q|)

P22(k) = k3
X

m1,m2

cm1k
�2⌫1 ·M22(⌫1, ⌫2) · cm2k

�2⌫2
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Efficient evaluation of cosmological statistics

Angular power spectra and bispectra

Numerically challenging

Figure 2: Galaxy angular power spectrum with b1 = 1 and a window function of the form (3.8),

using the leading order (LO) and next-to-leading order (NLO) Limber approximation (gray

dashed curve and gray solid curve, respectively), our method (black solid curve), and direct

integration (black crosses). The upper panel corresponds to a thin redshift bin with �z = 0.05.

The top left plot represents the power spectrum evaluated at z1 = z2 = 1 while the top right

plot represents the cross-correlation of two redshift bins z1 = 1 and z2 = 1.25. The lower panel

corresponds to a wider redshift bin with �z = 0.3. The bottom left plot represents the power

spectrum evaluated at z1 = z2 = 2 while the bottom right plot represents the cross-correlation of

two redshift bins z1 = 2 and z2 = 3.5. To produce these plots, we used the following parameters:

N⌫ = 100 frequencies in the FFTlog with a bias of b = 1.9. For the line-of-sight integrals, we

used N� = Nt = 50 sampling points.

This window function corresponds roughly to a Gaussian redshift bin with center z̄ ⌘ z(�̄) and

width �z ' ��/H(z̄). We then calculate the galaxy power spectrum C
(g)
` using (3.3):

C
(g)
` =

2

⇡
b
2
1

Z
1

0
d�

Z
1

0
d�0 W(1)

g (�)W(1)
g (�0)

Z
1

0

dk

k
j`(k�)j`(k�

0) [k3Pin(k)]

=
2

⇡
b
2
1

Z
1

0
d�

Z
1

0
d�0 [D`W

(1)
g (�)][D`W

(1)
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Z
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0) [k�1
Pin(k)] , (3.9)
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Assassi, MS, Zaldarriaga (2017)
Gebhardt, Jeong (2017)

Using FFTLog

where  ⌘ log k. Note that in (2.13) and (2.14) we have introduced a real number b which we refer

to as the “bias” [9, 10]. This extra piece comes about when we Fourier transform k
3+b

fi(k, z)

instead of k
3
fi(k, z) . While this bias can in principle take any value, it needs to be chosen

with care: The Fourier decomposition in (2.13) matches the true function k
3+b

fi(k, z) only in the

range [kmin, kmax]. Outside this range, this is no longer true (since the r.h.s. of (2.13) is periodic

in log k). Hence, we need to ensure that the kernel multiplying k
3+b

fi(k, z) in (2.11) suppresses

both IR and UV contributions. This is indeed the case when �2 < b < 2`, since the kernel has

the following behavior in the IR and the UV:3

lim
k!0

[k�(1+b)
j`(k�)j`(kr)] / k

2`�1�b
, (2.16)

lim
k!1

[k�(1+b)
j`(k�)j`(kr)] / k

�(3+b)
. (2.17)

Finally, let us make two comments about this decomposition: (i) First, notice that the powers ⌫n
are complex numbers. Hence, this formula can easily capture features in the transfer functions

such as e.g. BAO wiggles. (ii) Only a few of the lowest frequencies ⌫n contribute a significant

amount to the sum (2.13). The number of frequencies which need to be kept will depend on

the types of features in fi(k, z), the value of the bias b and the precision we want to achieve. In

practice, this number is at most 100.

Power-law solution.—We now explain how the decomposition (2.13) can be used to evaluate (2.11).

Substituting (2.13) into (2.11), we can write I
(i)
` (r) as a simple sum:4

I
(i)
` (r) =

X

n

Z
1

0
d� WO(�) c

(i)
n (�) ��⌫n I`

�
⌫n,

r
�

�
, (2.18)

where

I`(⌫, t) ⌘ 4⇡

Z
1

0
dv v

⌫�1
j`(v)j`(vt) , (2.19)

and we have defined v ⌘ k� and t ⌘ r/�. Remarkably, despite the oscillatory nature of the

Bessel function, I`(⌫, t) is a smooth function which can be calculated analytically:5

I`(⌫, t) =
2⌫�1

⇡
2 �(`+ ⌫

2 )

�(3�⌫
2 )�(`+ 3

2)
t
`
2F1

�
⌫�1
2 , `+ ⌫

2 , `+
3
2 , t

2
�

for t  1 , (2.20)

where 2F1(· · ·) is the hypergeometric function (whose precise definition can be found in Ap-

pendix A). Using the definition and properties of the hypergeometric function, the function I`(⌫, t)

can be e�ciently evaluated (see Appendix B). More precisely, in Mathematica (using compiled

functions) the function I`(⌫, t) can be computed within approximately 10�4 s (which is compa-

rable to the time required to evaluate any elementary function such as e.g. sine or exponential).

3
The spherical Bessel functions have the following properties:

lim
x!0

j`(x) / x`
and lim

x!1

j`(x) / x�1 . (2.15)

4
Notice that the dependence of cn on the redshift z has been relabelled by a dependence on the comoving

distance along the line of sight �.
5
Some analytical results involving integrals of Bessel functions have also been studied in [11, 12].
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where  ⌘ log k. Note that in (2.13) and (2.14) we have introduced a real number b which we refer

to as the “bias” [10, 11]. This extra piece comes about when we Fourier transform k
3+b

fi(k, z)

instead of k
3
fi(k, z) . While this bias can in principle take any value, it needs to be chosen

with care: The Fourier decomposition in (2.13) matches the true function k
3+b

fi(k, z) only in the

range [kmin, kmax]. Outside this range, this is no longer true (since the r.h.s. of (2.13) is periodic

in log k). Hence, we need to ensure that the kernel multiplying k
3+b

fi(k, z) in (2.11) suppresses

both IR and UV contributions. This is indeed the case when �2 < b < 2`, since the kernel has

the following behavior in the IR and the UV:3
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Finally, let us make three comments about this decomposition: (i) First, notice that the powers ⌫n
are complex numbers. Hence, this formula can easily capture features in the transfer functions

such as e.g. BAO wiggles. (ii) Only a few of the lowest frequencies ⌫n contribute a significant

amount to the sum (2.13). The number of frequencies which need to be kept will depend on

the types of features in fi(k, z), the value of the bias b and the precision we want to achieve.

In practice, this number is at most 100. (iii) In order to make the function fi(k, z) smooth at

the boundary of the interval [kmin, kmax], it is usual to modify fi(k, z) by apodization or zero-

padding (see e.g. [11]). However, in practice one can apply the FFTlog without any preprocessing.

This is because the boundary e↵ects are strongly suppressed due to the rapid decay of the spherical

Bessel functions both in the IR and the UV (see eqs. (2.16) and (2.17)).
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where 2F1(· · ·) is the hypergeometric function (whose precise definition can be found in Ap-

pendix A). Using the definition and properties of the hypergeometric function, the function I`(⌫, t)

3
The spherical Bessel functions have the following properties:

lim
x!0

j`(x) / x`
and lim

x!1

j`(x) / x�1 . (2.15)

4
Notice that the dependence of cn on the redshift z has been relabelled by a dependence on the comoving

distance along the line of sight �.
5
Some analytical results involving integrals of Bessel functions have also been studied in [12, 13].
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Bispectrum for CMB primary anisotropies, lensing, galaxies… 


