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@ summit of Mt. Mauna Kea (4200m), Big Island, Hawaii
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Subaru Telescope:   
wide FoV & excellent image quality

HST

Galaxy cluster

SuprimeCam image (M. Oguri)

• Fast, Wide, Deep & Sharp  
• a cosmological survey needs 

these 
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Subaru Telescope:   
wide FoV & excellent image quality

HST

Galaxy cluster

The current SuprimeCam image (M. Oguri)

• Fast, Wide, Deep & Sharp  
• a cosmological survey needs 

these 

Hyper Suprime-Cam FoV: 

1.5 degree diameter
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HSC image of M31
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HSC Image of M31 (HSC FoV=1.8 sq. degrees)
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Parameters of HSC SSP Survey
• Wedding-cake-type 

survey  
– Wide (1400 deg2, i~26) 
– Deep (28 deg2, i~27) 
– Ultradeep (3 deg2, 

i=27.7)
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Filters & Depth
g r i z y N3 N8 N9 N10

W 10 10 20 20 20 - - - -

D 84 84 126 210 126 84 168 252 -

UD 420 420 840 1134 1134 - 630 840 1050

For HSC-Deep and Ultra-Deep, a 
combination of broad- and 
narrow-band filters enables 

detection of Lyman-alpha emitters 
at z=2.2, 5.7, 6.6 and 7.3 
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HSC Survey Fields

• HSC Survey Fields selected based on 
– Overlap with SDSS regions, and other interesting datasets 

(ACT CMB, NIR, spectroscopic surveys, …)  
– Low dust extinction 
– Spread in RA
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PI: Satoshi Miyazaki (NAOJ) 
Science WG co-chairs: M. Takada, M. Strauss

HSC SSP proposal: 
~170 Co-Is (Japan, Taiwan, Princeton) 
largest ever galaxy survey at Subaru

M. Strauss 
(Princeton)

300 Subaru nights approved by Subaru community in 2013

S. Miyazaki 
(NAOJ)

M. Takada
(IPMU)
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~1.5 nights (S14A), ~12 nights (S14B), ~15 nights in S15A 
Now (mid-2017) ~50% of the survey’s time has been allocated.

HSC Survey started in March 2014 

• a
Subaru HSC image (riz: ~2.5hrs) COSMOS HST (640 orbits: ~500hrs)

Reduced by HSC pipeline 
(Princeton, Kavli IPMU, NAOJ) 12



Exquisite image quality
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The limiting magnitude is estimated as follows. First we ob-

tain a limiting magnitude for each patch15 from the database.

This limiting magnitude is defined as the magnitude at which

the PSF photometry has S/N ∼ 5σ (for details, see the HSC

DR1 paper). However, we cannot immediately use this lim-

iting magnitude because it fails in some patches due to the

failure of forced measurements. Instead, we perform a linear

fit on the limiting magnitude as a function of seeing, which

is again obtained from the database, and the number of visits

(ignoring the dependence on transparency), and use this lin-

ear fit for the limiting magnitude in all the patches. Note that

this WLFDFC cut is defined differently from the full depth

cut in the HSC DR1 paper, with the most important difference

being that it is more inclusive in the VVDS field in regions

where some exposures were removed.

• PSF model failures: as detailed at the start of Section 4, we

eliminate regions with demonstrable PSF modeling failures

in the coadd PSF (defined in Section 2.3) according to a cut

given in that section.

• We remove disconnected regions created by the above two

cuts in the HEALPix pixelization, in order to obtain a con-

tiguous survey area.

• We require that the galaxies not lie within the bright object

masks (which will be described in Section 2.3).

After these cuts, the total area of the catalog is 136.9 deg2.

As shown in Figure 1, the best-seeing fields are HECTOMAP

and VVDS, while WIDE12H and GAMA15H are around the

median value of seeing, GAMA09H has some areas that are

worse than the median, and XMM has clearly the worst imag-

ing conditions. Not surprisingly given the imposition of cuts

to achieve approximately full depth in all filters, the regions all

have a fairly similar number of contributing exposures (Fig. 2).

The slight deficit in VVDS is a result of data processing (re-

moving exposures in which PSFs could not be modeled well,

see introduction to Section 4) rather than observations. Figure 3

shows the distribution of i-band PSF FWHM values for the ob-

jects in the shear catalog.

2.3 HSC software pipeline

The processing of single frame HSC images is described in de-

tail in Bosch et al. (in prep.). We only mention here the details

important for weak lensing measurements. Also, the software

is constantly evolving; this paper describes a snapshot of it as

of the time these data were processed.

We utilize software being developed for the Large Synoptic

Survey Telescope (LSST; Axelrod et al. 2010; Jurić et al. 2015).

15The HSC data is processed separately in equi-area rectangular regions

on the sky. The regions, called tracts, are pre-defined as an iso-latitude

tessellation, where each tract covers approximately 1.7×1.7 deg2. A tract

is further divided into 9× 9 sub-areas, each of which is 4200 pixels on a

side (approximately 12 arcmin) and is called a patch.

Fig. 3. Unweighted histogram of the i-band PSF FWHM values for galaxies

in the shear catalog across each field and overall. The vertical dotted line

indicates the average PSF FWHM value of ∼ 0.58′′.

Basic routines are performed to remove the signature of the in-

strument including flat-fielding, bias subtraction, correction of

non-uniformity of plate scale, removal of bad pixels, and so

on. Measurement and detection of objects occurs in two phases.

The first phase only measures the brightest objects (S/N ! 50)

to characterize the PSF separately for each CCD and do an ini-

tial astrometric and photometric calibration. From this initial

bright object catalog, we select potential star candidates for

PSF estimation by looking at clustering in size. We use a k-

means clustering algorithm which iteratively assigns objects to

the cluster with the closest mean. We have found that fixing

the number of clusters to four and identifying star candidates as

the cluster with the smallest average size has worked reasonably

well. We typically select ∼ 80 star candidates per CCD.

2.3.1 PSF modeling

The selected stars are fed into the PSFEx (Bertin 2011) pack-

age to model the position-dependent PSF. We altered PSFex so

that it could be used as an external library in the LSST soft-

ware, independent of SExtractor. Currently, we reserve 20% of

the stars as a cross-validation sample and do not use them in

the modeling. The PSF model is constructed in the native pixel

basis and we use a second order polynomial per CCD for inter-

polation. Using a higher order polynomial is not worth the cost

of the extra parameters, as it was found to produce only minor

improvements in some CCDs at the focal plane edge.

2.3.2 The brighter-fatter effect

We also apply a correction to account for the brighter-fatter ef-

fect (Antilogus et al. 2014; Gruen et al. 2015). Charge that en-

ters the detector is deflected by a lateral electric field due to

accumulated charge in the pixel. This alters the drift lines push-

ing some of the charge to land in adjacent pixels, thus causing

(from RM+17)

Camera will be presented in Miyazaki+17 in prep



Gravitational lensing

Sensitive	to	all	matter	
along	line	of	sight,	

including	dark	matter!
14

Strong lensing



More generally…
 Lensing predicted by Newton, with modified predictions by 

Einstein:

Diagram	from	
Narayan	&	
Bartelmann	

(1997)
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Credit:	
Couch	&	
Ellis	/	
NASA



Weak lensing
• Very small deflection angles 
• Coherent 
• Does not require chance superposition like 

strong lensing

Picture	credit:	
LSST	Science	

Book
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Weak lensing
• Very small deflection angles 
• Coherent 
• Does not require chance superposition like 

strong lensing

Picture	credit:	
LSST	Science	

Book
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Lensing	depends	on:	
•	Enclosed	mass	
•	Distance	from	that	mass	
•	“Lensing	kernel”:	distances	to	lens	and	source



Why should you care 
about weak lensing?

Structure growth! Dark matter and
dark energy!

ESA/Planck

Theory of gravity! Galaxy-dark 
matter 

connection!17



So how does this work?
Cosmic shear: 

weak lensing by large-scale structure

Requires catalogs with: 
1. Galaxy positions 
2. Galaxy shear estimates

And an estimate of dN/dz.
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So how does this work?
Cosmic shear: 

weak lensing by large-scale structure

Tomography requires catalogs 
with: 
1. Galaxy positions 
2. Galaxy shear estimates 
3. Galaxy redshift estimates 

(photo-z or p(z))

4 C. Heymans et al.

outline our methodology and chosen intrinsic alignment model in
Section 3, additionally describing how our tomographic analysis is
constrained by our requirements on the accuracy of the covariance
matrix estimated from N-body lensing simulations. We present our
results in Section 4, comparing joint parameter constraints from
different combinations of CFHTLenS data with the cosmic mi-
crowave background data from WMAP7, baryon acoustic oscilla-
tions data from BOSS, and a prior on the Hubble constant from the
HST distance ladder. In Section 5 we focus on the constraints that
can be placed on the amplitude of the intrinsic alignment signal
for early-type and late-type galaxies with this type of cosmological
parameter analysis, with concluding remarks in Section 6.

2 THE CANADA-FRANCE-HAWAII TELESCOPE
LENSING SURVEY

The Canada-France-Hawaii Telescope Lensing Survey
(CFHTLenS) is a 154 square degree deep multi-colour u⇤g0r0i0z0

survey optimised for weak lensing analyses, observed as part
of the CFHT Legacy Survey (CFHTLS) on the 3.6m Canada-
France-Hawaii telescope. The data span four distinct contiguous
fields: W1 (⇠ 63.8 square degrees), W2 (⇠ 22.6 square degrees),
W3 (⇠ 44.2 square degrees) and W4 (⇠ 23.3 square degrees).
The CFHTLenS analysis of these data presents the current state-
of-the-art in weak lensing data processing with THELI (Erben
et al. 2013), shear measurement with lensfit (Miller et al. 2013),
photometric redshift measurement from PSF-matched photometry
(Hildebrandt et al. 2012) using the Bayesian photometric redshift
code BPZ (Benı́tez 2000), and a stringent systematic error analysis
(Heymans et al. 2012). The resulting galaxy catalogue that we use
in this analysis includes a shear measurement ✏

obs

with an inverse
variance weight w and a photometric redshift estimate z

BPZ

with a
probability distribution P (z) and best-fit photometric galaxy type
T
BPZ

. We apply the galaxy size and signal-to-noise dependent
shear calibration corrections described in Miller et al. (2013) and
Heymans et al. (2012), and only use the subset of 75 per cent of
the survey data that have been verified as science-ready and free of
significant systematic errors. This has been demonstrated through
a series of rigorous cosmology-insensitive tests on both the shear
and photometric redshifts measurements, in combination (see
Heymans et al. 2012, for the full details). Benjamin et al. (2013)
also use a cross-correlation analysis to verify the accuracy of the
measured redshift distributions P (z) when the galaxy sample is
limited to those galaxies with a most probable photometric redshift
estimate between 0.2 < z

BPZ

< 1.3. In light of these analyses,
that demonstrate the robustness of these data to systematic errors,
we do not present any further systematic error analyses in this
work, referring the reader to Heymans et al. (2012), and references
therein. For the redshift selection 0.2 < z

BPZ

< 1.3, the galaxy
sample has a weighted mean redshift of z̄ = 0.75, and a weighted
median redshift of z

m

= 0.70, as determined from the weighted
sum of the P (z). The effective weighted galaxy number density, in
this redshift range, is n

e↵

= 11 galaxies per square arcmin.

2.1 Auxiliary cosmological data

In this analysis we present joint cosmological parameter con-
straints by combining our tomographic weak lensing analysis of
CFHTLenS with up to three complementary data sets to break pa-
rameter degeneracies. We include the temperature and temperature-
polarisation cosmic microwave background power spectra from the

Wilkinson Microwave Anisotropy Probe (Larson et al. 2011, here-
after referred to as WMAP7). We incorporate the measurement of
baryonic acoustic oscillations using the Baryon Oscillation Spec-
troscopic Survey data from the ninth data release of the Sloan
Digital Sky Survey (Anderson et al. 2012, hereafter referred to as
BOSS). We adopt their primary reconstructed distance constraint
DV (z = 0.57)/rs = 13.67 ± 0.22. Here rs is the sound horizon
at the baryon drag epoch, and DV (z = 0.57) is the volume element
at a redshift z = 0.57 which depends on angular diameter distances
and the Hubble parameter H(z). This constraint is found to be in
excellent agreement with measurements of the distance-redshift re-
lation from Type Ia supernovae (Conley et al. 2011; Suzuki et al.
2012). As baryon acoustic oscillations and supernova are probing
similar geometric properties of the Universe, using current super-
nova data in combination with WMAP7 and BOSS yields little to
no improvement for the majority of cosmological parameters that
we constrain in this analysis (see Anderson et al. 2012, for more de-
tails). We therefore do not include Type Ia supernovae constraints.
We do however include a Gaussian prior on the Hubble constant,
H

0

= 73.8±2.4 km s

�1

Mpc

�1, which combines constraints from
local supernovae, Cepheid variables, and the megamaser at the cen-
tre of NGC 4258 (Riess et al. 2011, hereafter referred to as R11).

3 METHOD

In this section we review the theory and measurement of weak lens-
ing in tomographic redshift bins, discuss the non-linear intrinsic
alignment model that we adopt for this analysis, and present our
method to estimate the covariance matrix error from the Harnois-
Déraps et al. (2012) suite of high resolution N-body lensing simu-
lations. We focus on a real-space shear correlation function analy-
sis in this paper, presenting a fully 3D spherical harmonic analysis
in Kitching et al. (2013). We conclude this section describing the
properties of the chosen tomographic redshift bins and the Popu-
lation Monte Carlo method that we use to determine cosmological
parameter constraints from the data.

3.1 Weak Lensing Tomography

Weak gravitational lensing by large-scale structure induces weak
correlations between the observed shapes of distant galaxies. We
parametrize galaxy shape through the complex galaxy ellipticity
✏ = ✏

1

+i✏
2

. The simple relationship between ellipticity and shear,
given in equation 1, holds for weak shear, when the ellipticity for a
perfect ellipse with an axial ratio � and orientation �, is defined as

✓
✏
1

✏
2

◆
=

� � 1

� + 1

✓
cos 2�
sin 2�

◆
. (3)

There are a range of different two-point statistics that have been
proposed to extract weak lensing information from the data (see
Schneider et al. 2002, 2010, for a comprehensive discussion of the
relationship between these statistics). These statistics, however, all
stem from a base measurement of the observed angular two-point
correlation function ˆ⇠± which can be estimated from two redshift
bins, i and j, from the data as follows:

ˆ⇠ij± (✓) =

P
wawb

⇥
✏it(xa)✏

j
t(xb) ± ✏i⇥(xa)✏

j
⇥(xb)

⇤
P

wawb
. (4)

Here the weighted sum, using inverse variance weights w, is taken
over galaxy pairs with angular separation |xa � xb| = ✓. The
tangential and cross ellipticity parameters ✏

t,⇥ are the ellipticity

c� 0000 RAS, MNRAS 000, 000–000
Shear correlation functions

Indices of z bins Separation on the 
sky
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So how does this work?
Cosmic shear: 

weak lensing by large-scale structure

Tomography requires catalogs 
with: 
1. Galaxy positions 
2. Galaxy shear estimates 
3. Galaxy redshift estimates 

(photo-z or p(z))
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c� 0000 RAS, MNRAS 000, 000–000

weight factors

shears in coordinate system 
aligned with vector connecting galaxy pair

galaxy positions
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Another option: 
galaxy-galaxy or cluster-galaxy lensing

Requires catalogs with: 
1. Background galaxy 

positions, shear estimates, 
redshift estimates 

2. A sample of foreground 
masses
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Another option: 
galaxy-galaxy or cluster-galaxy lensing

(RM et al. 2013)

Mass profiles of 
massive galaxies, 
including large-
scale structure
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Weak lensing cosmological constraints: 
dark energy to z=1
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Synergy between HSC and BOSS

• HSC data will add background galaxies as well 
as member galaxies around each BOSS galaxy 

• Cross-correlation of BOSS with HSC galaxies 
(shapes and positions) over 1400 sq. degrees

Credit: Masayuki Tanaka (IPMU)

SDSS Subaru Suprime-Cam

CMASS gal (z=0.54) CMASS 

 background gals

 BOSS gals

 halo (M>10^13Ms)
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Synergy between HSC and BOSS
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• Cross-correlation of BOSS with HSC galaxies 
(shapes and positions) over 1400 sq. degrees

Credit: Masayuki Tanaka (IPMU)

SDSS Subaru Suprime-Cam

CMASS gal (z=0.54) CMASS 

 background gals

 background gals

 BOSS gals

 halo (M>10^13Ms)

23



DR1 was in Feb 2017

• Includes a wide range of image and 
catalog-level products, sky map, ... 

• ~100 deg2 of data in all 5 bands to full depth 
• Some deep-layer data released as well 
• Some more data products in incremental 

releases as time goes on (e.g., early June, 
…)

24



Quick snapshots of some  
results so far
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⇤E-mail: song.huang@ipmu.jp

Received hApril 2017i; Accepted h2017i

Abstract
The Subaru Strategic Program (SSP) is an ambitious multi-band survey using the Hyper
Suprime-Cam (HSC) on the Subaru telescope. The Wide layer of the SSP is both wide and
deep, reaching a detection limit of i⇠26.0 mag. At these depths, it is challenging to achieve
accurate, unbiased, and consistent photometry across all five bands. The HSC data are re-
duced using a pipeline that builds on the prototype pipeline for the Large Synoptic Survey
Telescope. We have developed a Python-based, flexible framework to inject synthetic galax-
ies into real HSC images called SynPipe. Here we explain the design and implementation of
SynPipe and generate a sample of synthetic galaxies to examine the photometric performance
of the HSC pipeline. For stars, we achieve 1% photometric precision at i⇠19.0 mag and 6%
precision at i⇠25.0 in the i-band (corresponding to statistical scatters of ⇠0.01 and ⇠0.06 mag
respectively). For synthetic galaxies with single-Sérsic profiles, forced cModel photometry
achieves 13% photometric precision at i⇠20.0 mag and 18% precision at i⇠25.0 in the i-band
(corresponding to statistical scatters of ⇠0.15 and ⇠0.22 mag respectively). We show that both
forced PSF and cModel photometry yield unbiased color estimates that are robust to seeing
conditions. We identify several caveats that apply to the version of HSC pipeline used for the
first public HSC data release (DR1) that need to be taking into consideration. First, the degree
to which an object is blended with other objects impacts the overall photometric performance.
This is especially true for point sources. Highly blended objects tend to have larger photometric

c� 2014. Astronomical Society of Japan.
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Fig. 1. Illustration of the workflow of SynPipe. Gray boxes indicate required inputs at different stages. The blue box identifies the addFakes.py step, when
SynPipe injects synthetic objects into single-frame images. Below the blue box, we show an HSC image before and after the insertion of synthetic galaxies.
The positions of synthetic objects are highlighted with green circles. Red boxes depict the image coadding and multi-band measurement steps using stack.py

and multiBand.py. At the bottom left, we show a coadd image which contains synthetic galaxies. On the right hand side, we show the spatial relation between
tracts, patches, and visits. The red colored box corresponds to one tract which has an area of about 1.5 deg2. Large colored circles are visits (also
commonly known as “pointings”) with small rectangles representing CCDs. patches are represented by black dashed lines. One tract typically contains 81
patches.
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Fig. 10. Accuracies of the hscPipe cModel photometry for synthetic galaxies measured by the difference between input and output forced cModel magnitudes.
Plots [a, b, c, d, e] show the results for [g, r, i, z, y]-bands, respectively. The lines and contours legend is identical to Fig 5.
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Fig. 16. Relation between the log10(Blendedness) parameter and the photometric accuracy f synthetic stars (upper row, a and b) and galaxies (lower row,
c and d). Left columns (a and c) show the uncertainties in PSF and/or cModel magnitudes. Right columns (b and d) show the uncertainties in (g� i) colors.
Filled-contours and open-contours show results for goodSeeing and badSeeing tracts, respectively. log10(Blendedness) =�1.0 is marked using a vertical
dashed line.

Note software pipeline is described 
in Bosch et al (2017, arxiv:1705.06766)
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Fig. 8. PSF residual shape correlations, or ρ statistics, ρ1 through ρ5 (defined in Section 4.2.2) as a function of separation θ on the sky. The top left panel

shows ρ1 for each field to illustrate the significant field-to-field differences. The color scheme for the fields is the same as in Figure 7 (with an additional black

curve showing the field-averaged results), while solid and dashed lines show results for PSF and non-PSF stars, respectively. The remaining panels show the

ρ statistics averaged over the whole shape catalogue area along with our science requirements for first-year survey science as determined in Section 3.3.4.

Here too the solid and dashed lines show results for PSF and non-PSF stars, respectively. Since the ρ statistics can be negative, the vertical axes use a symlog

scale. Regions with a dark grey background show the linear part of the symlog scale, with the rest being logarithmic. Regions with a light grey background are

within the first-year survey requirements for cosmic shear.
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Fig. 5. The average fractional size residual ⟨fδσ⟩ = ⟨(σPSF − σ∗)/σ∗⟩ between PSF stars and PSF models reconstructed at star positions, averaged over

the PSF stars within HEALPix pixels with NSIDE = 1024, and shown for each HEALPix pixel as a function of seeing. A symlog scale is used to allow negative

residuals to be shown. The dashed line shows the fractional size cut we apply, removing all points above the line and therefore eliminating the cloud of points

with large strictly positive ⟨fδσ⟩ values that often but not always have very good seeing. The best-seeing visits in the VVDS region were already removed

before production of this figure. Regions with a dark grey background show the linear part of the symlog scale, with the rest being logarithmic.

icalib psf used=True. Figure 4 shows the distribution

of i-band PSF magnitudes of this sample for different fields.

The magnitude of PSF stars ranges from iPSF ∼ 18 to 22.5.

4.2 Internal tests

For weak lensing, we need to validate both the PSF model sizes

and shapes. Errors in the former result in multiplicative biases

in shear estimates, while errors in the latter result in additive

biases in shears. For our tests, we use the effective stacked PSF

(see Section 2.3 for details), and compare with measurements

of the stars in the coadd. Bosch et al. (in prep.) shows the

result of PSF model tests on individual visits. As described in

Section 4.1, we carry out the majority of our tests separately

with two secure star samples: those that were and were not used

to construct the PSF models.

4.2.1 PSF model size

The results for all PSF model size tests are shown in Figure 6.

For the size, we use the determinant radius σ for the star images

and the PSF model, based on the adaptive second moments, to

calculate the fractional size residual fδσ = (σPSF − σ∗)/σ∗.

As shown in the top left panel of Figure 6, the distribution

of fractional PSF size residuals is narrowly peaked at 0 for all

fields. Nearly all stars used for this test (PSF stars only) fall

within the shaded region defined by our first year requirements.

The median values shown as vertical dashed lines fall within

the first year requirements region. The top right panel shows

the same thing, but for non-PSF stars. Here the scatter is clearly

larger; the median values are close to the edge of our require-

ments, but still pass. Given the conservative assumptions made

in defining the requirements, this is acceptable performance.

However, for the full survey, we may need an improved PSF

modeling algorithm to achieve the more stringent resulting re-

quirements.

It does not seem obvious that the distribution of the quan-

tity shown in Figure 6 is the same as the quantity shown on the

horizontal axis of Figure 5. The primary reason for this is that

Figure 6 shows the results for individual stars, which is substan-

tially noisier than the results averaged within HEALPix pixels

shown in Figure 5. For the earlier plot, our goal was to iden-

tify outlier regions, so we had to average over stars to reduce

the noise that dominates the shape of the per-star histograms

in the later plot. A much more minor contributor to the differ-

ences between figures is that the quantity plotted has a different

denominator in each case. For the earlier plot, we used σ∗ be-
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Fig. 6. Top left: Distribution of the fractional size residual of the PSF star sample in each field. The size is defined by the determinant radius. The gray shaded

regions indicate the requirements on the mean residual for the first-year HSC survey data. The vertical dashed lines show the median of the fractional size

residual of each field; the results are highly consistent across fields. Top right: Same as the top left, but for non-PSF stars. Bottom left: Solid lines are median

and bootstrap error of residual size of the PSF stars after brighter-fatter correction, as a function of the i-band PSF magnitude. Dashed lines are without

brighter-fatter correction, as calculated using the first 61.5 nights of data through November 2015 (hence the observed area is different from what went into

the solid lines). The gray shaded regions indicates the requirements on the mean residual for the first-year HSC survey data. Bottom right: The correlation

function of the fractional size residuals as a function of separation θ. Solid and dashed lines show results for PSF and non-PSF stars, respectively.

cause σPSF has significant errors in the outlier regions we had

hoped to identify. For the later plot, we used σPSF to reduce

noise.

The lower left panel is a comparison of the average fractional

size residual in bins of fixed i-band PSF magnitude for two ver-

sions of the HSC pipeline: an older version without correction

for the brighter-fatter effect, and the version used for science

including a brighter-fatter correction. As shown, the version

of the pipeline (dashed curves) without this correction shows

the characteristic signature of this systematic error: stars ap-

pear larger than the PSF model at the brightest magnitudes, and

smaller than the PSF model at fainter magnitudes. This trend

is almost completely removed by the brighter-fatter correction,

giving PSF size residual curves that are almost independent of

magnitude. The brighter-fatter correction is necessary to ensure

that we meet our requirements for first-year weak lensing sci-

ence. This test again uses only the PSF star sample, however the

efficacy of the brighter-fatter correction should be the same for

all stars at fixed magnitude, so we do not expect results to dif-

fer for the non-PSF star sample (which has the same magnitude

range).

Finally, the bottom right panel of Figure 6 shows the spatial

correlation function of the PSF fractional size residuals. Note

that curves are shown separately for PSF stars (solid) and non-

PSF stars (dashed). All of these curves are nearly independent

of spatial separation and differ from field to field, unlike the dis-

tribution of fractional size residuals, which are consistent across

fields. We can also see that the fields with the best seeing,

VVDS and HECTOMAP (see Figure 1), have the worst PSF

model size residual correlation functions. Finally, comparing

the PSF stars and non-PSF stars, we can see that the latter have

a larger value of this correlation function, again flat with scale.

The field-to-field trends are similar to what we saw for the PSF

stars. This increase in the correlation function as we move from

PSF stars to non-PSF stars is suggestive of either problems with

the PSF model interpolation or overfitting. However, the plot
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Fig. 9. The effective (weighted) galaxy number density as a function of seeing in each field. Green points are the density as computed on a regular grid with

spacing of 0.5 arcmin on the tangent-projected sky using Gaussian smoothing with σ ∼ 1.06 arcmin. The red curves on each panel are the mean number

density as a function of seeing in each field, while the black points with errorbars show the mean and standard deviation at fixed FWHM across the entire

survey.

Fig. 10. Unweighted (raw) number density of sources passing all lensing cuts in each field.
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Abstract

We present wide-field (167 deg2) weak lensing mass maps from the Hyper Supreme-Cam

Subaru Strategic Program (HSC-SSP). We compare these weak lensing based dark matter

maps with maps of the distribution of the stellar mass associated with luminous red galaxies.

We find a strong correlation between these two maps with a correlation coefficient of ρ=0.54±

0.03 (for a smoothing size of 8′). This correlation is detected even with a smaller smoothing

scale of 2′ (ρ = 0.34± 0.01). This detection is made uniquely possible because of the high

source density of the HSC-SSP weak lensing survey (n̄ ∼ 25 arcmin−2). We also present

c⃝ 2014. Astronomical Society of Japan.
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Fig. 6. Same as Figure 3, but for the GAMA15H field.
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Fig. 7. Same as Figure 3, but for the HECTOMAP field.
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Fig. 8. Same as Figure 3, but for the VVDS field.
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Fig. 10. Test of systematic effects in weak lensing mass maps from cross-

correlations of mass maps with various quantities that are potentially a

source of systematics (see also Vikram et al. 2015). We show results for

smoothing sizes of both θs = 4′ (filled circles) and 16′ (filled squares). For

comparison, the rightmost points show the cross correlation coefficients be-

tween weak lensing and galaxy mass maps presented in Figure 9, which rep-

resents the physical cross correlation rather than the systematic test. Errors

are estimated from 50 mock samples of the weak lensing shear catalog,

which include cosmic variance (see Appendix 1).

between E- and B-mode mass maps and PSF parameters. We

construct star mass maps κstar
E and κstar

B which use star elliptici-

ties estar1 and estar2 to construct weak lensing mass maps with the

same method as described in Section 3.1. The star catalog used

for this analysis is same as the one used for various systemat-

ics tests in Mandelbaum et al. (2017). For this purpose, we use

both the original star ellipticities estari as well as star ellipticities

after the PSF correction is applied, i.e., estar,cori = estari − ePSF
i .

We also create maps of star ellipticities e1 and e2 themselves.

These maps are constructed first by deriving their average val-

ues in each pixel and convolve the maps of these average values

with the Gaussian smoothing kernel of equation (2).

In addition, we create maps of seeing sizes, star densities

nstar, and average galaxy sizes of the shape catalog rgal, as

these parameters may also produce systematic effects in weak

lensing shape measurements. Again, these maps are smoothed

with the same smoothing kernel.

Figure 10 shows the results for smoothing sizes of both

θs = 4′ and 16′ . Again, results for all the 6 HSC S16A patches

are combined. We find that cross-correlations between weak

lensing mass maps and the parameters considered above are

small. All the cross-correlations are consistent with zero within

∼ 2σ level (given the large number of cross-correlations con-

sidered here, we naturally expect that some of the points can

deviate more than 1σ by chance), which is in marked con-

trast to the cross-correlations between mass maps and galaxy

mass maps, which are detected quite significantly. A possi-

ble exception is cross-correlations between star weak lensing

mass maps and maps with star (PSF) ellipticities, although their

cross-correlation coefficients are much smaller than the cross-

correlations between mass maps and galaxy mass maps. This

small deviation from zero is presumably due to small residual

PSF leakage and PSF modeling errors that are also seen in other

systematics tests (see Mandelbaum et al. 2017). We conclude

that our weak lensing mass maps constructed in the HSC sur-

vey are not significantly affected by systematic effects.

4 Three-dimensional mass maps

4.1 Three-dimensional mass reconstruction

We can also reconstruct three-dimensional mass maps from

weak lensing by taking advantage of photometric redshift mea-

surements for source galaxies. We follow Simon et al. (2009)

to use a linear algorithm with the Wiener filtering for the three-

dimensional mass reconstruction.

First we consider convergence κl for the source redshift bin

l at zl,min < z < zl,max. Since the convergence is the projected

matter density field, it can be described by a weighted sum of

the density fluctuation δk at redshift zk,min < z < zk,max as

κl ≈
∑

k

[

∫ zk,max

zk,min

dz
ρ̄(z)

H(z)(1+ z)Σcrit,l(z)

]

δk

≡
∑

k

Qlkδk, (7)

where the critical density Σ−1
crit,l(z) for the source redshift bin l

is approximately given by

Σ−1
crit,l(z)≈

4πG
c2

D(z)
D(z, z̄l)

D(z̄l)
, (8)

with z̄l = (zl,min + zl,max)/2. Given multiple source and lens

redshift bins, Equation (7) reduces to a system of linear equa-

tions, which can be inverted easily to obtain δ from lensing ob-

servables. In practice, however, three-dimensional mass recon-

struction is very noisy even with the high source galaxy density

of the HSC survey, and therefore an additional regularization is

essential. Here we adopt the Wiener filtering which efficiently

reduces the noise in the Fourier domain (Simon et al. 2009). We

assume that the noise is dominated by the shot noise. Then the

noise power between the l-th and m-th source redshift bins is

given by

Nlm = δlm
σ2
e

n̄l
, (9)

where σe is the root-mean-square of the source galaxy ellipticity

and n̄l is the mean number density of source galaxies in the l-th

bin, both of which are directly estimated from the observation.

On the other hand, the signal power in the k-th and n-th lens

redshift bins is given by

Skn = δknCℓ(zk), (10)

Mass map  
systematics tests
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Double source plane lenses

• Double source plane (DSP) lenses
- two sources at distinct redshifts being lensed by 

the same galaxy
- rarer than ordinary lenses, only a handful known 

(e.g., Gavazzi+2008, Tu+2009)
Gavazzi et al. 2008

observer
lens plane source 1 

plane
source 2 
plane

2 Collett et al.
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ls2

s1

ls1

s2

D

D

D

D

Source 2Source 1Lens

Figure 1. Sketch of a double source plane lens system. For a
singular isothermal sphere, the dimensionless number η is the
product of Dls1 and Ds2 (both in red) divided by the product of
Dls2 and Ds1 (both in blue).

2010; Weinberg et al. 2012), but taking the ratio of the
two Einstein radii in a double source system allows us
to constrain w independently of the Hubble constant.
This independent constraint will not only teach us about
the nature of dark energy, but will also help improve
constraints on other cosmological parameters by providing
complimentary probes with a prior on w. For example the
WMAP7 constraints on h (the reduced Hubble constant)
are h = 0.710 ± 0.025 (Komatsu et al. 2011) for a flat
ΛCDM model with w fixed at −1, whilst allowing w to be
a free parameter loosens the WMAP-only constraints by
nearly an order of magnitude to h = 0.75+0.15

−0.14 .
This paper is meant to investigate the cosmological in-

formation content of double source plane lenses; we intend
to address the following questions:

(i) Can double source plane lenses be used for cosmogra-

phy?

(ii) What is an optimal configuration of lens and source
redshifts for cosmography?

(iii) How well could cosmography be constrained with a

realistic population of double source plane lenses?

In future papers we will investigate the observational diffi-
culties and potential systematics, as well as producing de-
tailed forecasts for a double source plane search with up-
coming facilities.

The paper is laid out as follows. In Section 2 we outline
the method and relevant quantities. Section 3 looks at the
prospects for cosmography with a single hypothetical lensed
double source system and should provide the reader with
an intuition of what is an optimal system for cosmography,
whilst Section 4 investigates cosmography with a popula-
tion of double source plane lenses. The population of dou-
ble sources are forecast for re-observing a pre-existing lens-
source catalogue. In Section 5 we examine the cosmographic
constraints for an evolving equation of state. Section 6 con-
cludes by examining the effectiveness of combining a set of
double source plane systems with current constraints upon
w from other probes.

Throughout this work we assume a spatially flat fiducial
cosmology with w = −1 at all times and ΩM = 0.27; where
necessary we take h = 0.7. All models assert flatness and
have a constant equation of state, except in Section 5, where
we investigate an evolving model and spatial curvature.

2 GRAVITATIONAL LENSING AND DOUBLE

SOURCE SYSTEMS

Mass causes the deflection of light and so can act as a gravi-
tational lens, producing a set of images where the time delay
function is stationary. For a strong lens system with a source
lying directly on the optical axis this produces an Einstein
ring. The Einstein radius is sensitive to the angular diameter
distances between observer, lens and source. In the case of a
thin lens in an otherwise homogeneous universe the Einstein
radius is given by

θE =

√

4GM(θE)
c2

Dls

DolDos
(1)

where θE is the Einstein radius, M(θE) is the projected mass
within the Einstein radius, and the Dij are the angular di-
ameter distances between observer (o),1 lens (l) and source
(s). In this work we assume all lenses to be Singular Isother-
mal Spheres (SISs), with a spherically symmetric mass dis-
tribution. The density of an SIS profile is given by:

ρ(r) =
σV

2

2πGr2
. (2)

SIS mass distributions have been shown to approximate
the observational data well (e.g. Koopmans et al. 2009;
Auger et al. 2010) and allow for simple lensing forecasts
since the lensing deflection angle and magnification have an-
alytical forms. The Einstein radius of an SIS is given by

θSISE = 4π
σ2
V

c2
Dls

Ds
≃

( σV

186 km s−1

)2 Dls

Ds
arcseconds. (3)

For an SIS model, strong lensing occurs when the source is
in the region 0 < θs < θE, where θs is the unlensed angular
position of the source with respect to the optical axis. Two
images are produced at θ+,− = θs ± θE with magnification
µ+,− = 1± θE/θs.

Since the equation of state governs the expansion of
our universe it affects the evolution of angular diameter dis-
tances as a function of redshift.

Dij =
c/H0

(1 + zj)

⎛

⎝

sinn
(

√

|Ωk|
∫ zj
zi

dz
E(z)

)

√

|Ωk|

⎞

⎠ (4)

where sinn(x) = sin(x), x, or sinh(x) for open, flat, or
closed universes respectively, and E(z) is the normalised
Hubble parameter:

E(z) ≡ H(z)
H0

(5a)

EwCDM =
√

ΩM(1+z)3+Ωk(1+z)2+(Ωde)(1+z)3(1+w)

(5b)

EwzCDM =
√

ΩM(1 + z)3 + Ωk(1 + z)2 + (Ωde)eI(z). (5c)

I(z) is an integral given by

I(z) ≡ 3

∫ z

0

1 + w(z′)
(1 + z′)

dz′. (6)

Equation 5b holds if w is constant, whilst Equation 5c is
general for any universe with a time-evolving equation of

1 From now on we drop the ‘o’ referring to the observer in
observer-lens/source distances
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Very rare double source plane systems

Eye of Horus
• Double source plane (DSP) lens 

serendipitously discovered in HSC 
Survey

- inner reddish arc and counter-
image (S1)

- outer blue Einstein ring with 
central knot (S2)

• Spectroscopic redshifts from 
Magellan/FIRE data

- zLENS = 0.795
- zS1 = 1.30
- zS2 = 1.99

• First known DSP lens with both 
source redshifts spectroscopically 
confirmed

Tanaka, Wong, AM et al. 2016

Lens galaxy

S1S2

“The Eye of Horus” 
(Tanaka, Wong, A. 
More et al 2016)

Eye of Horus
• Double source plane (DSP) lens 

serendipitously discovered in HSC 
Survey

- inner reddish arc and counter-
image (S1)

- outer blue Einstein ring with 
central knot (S2)

• Spectroscopic redshifts from 
Magellan/FIRE data

- zLENS = 0.795
- zS1 = 1.30
- zS2 = 1.99

• First known DSP lens with both 
source redshifts spectroscopically 
confirmed

Tanaka, Wong, AM et al. 2016

Lens galaxy

S1S2
• Serendipitously discovered first 

quadruply lensed AGN from HSC
• has the highest redshift among the 

known quads (z_qso=3.8)
• Ly-a properties consistent with AGN
• Hints of NV and CIV is mostly 

absorbed

The dilemma of HSC J115252+004733 5

Figure 4. From left to right, NIR VIKING imaging in Filters (limiting AB magnitudes) J(22.1), H(21.5), and Ks(21.2) followed by WISE imaging in bands
W1 and W2. The brighter pair of lensed images are close to the detection limits of VIKING J and H imaging whereas they are detected in the Ks-band.
W1 and W2 imaging show emission from the lens galaxy alone (see Section 2). The two green circles mark the location of sources detected from the WISE
catalogs. North is up and East is left. The bar shows a scale of 900.

Figure 5. Upper left: The spectrum of the lensing galaxy from our Gemini GMOS spectroscopic follow-up observation. The lens redshift is z
l

= 0.466.
Upper right: Individual binned spectra of the lensed images A–D from the Gemini GMOS spectroscopy. All the images have the Ly-↵ emission line redshifted
to z

s

= 3.76. Lower: The stacked spectrum of the lensed source with commonly found emission and absorption lines labelled. The error on the spectrum is
shown with the shaded region (grey). The two vertical bars (grey) shown in all panels indicate absorption features probably due to telluric contamination.

Table 2. Mass modeling results from fitting a lensed extended source to
i-band image.

Parameters Values (units)

Velocity dispersion (G) 280± 10 km s�1

Ellipticity (G) 0.54± 0.02
PA of Ellipticity (G) 19.1± 0.5 deg
Velocity dispersion (G1) 100± 30 km s�1

True Source magnitude 23.9± 0.1
True Source Effective radius 0.028± 0.005 arcsec

peak positions and relative fluxes of the lensed images which were
measured with GALFIT. We tested similar lens models as before
except that the source is assumed to be a point source since the
data constraints are limited. From this analysis, we determined a
magnification factor of µ = 2.5�3 for images A and B. We choose
µ = 2.53 for the analysis presented in Section 5.

3 We note that choosing µ = 3 does not qualitatively change our conclu-
sions about the source properties.

Table 3. Properties of Ly-↵ for the brighter pair of lensed images.

Name EW FWHM L⇥ 1042

Å km s�1 ergs s�1

A 16± 1 (30) 540± 40 (920) 3.2 (6.3)
B 15± 1 (26) 640± 50 (890) 3.2 (6.3)

The values are given for the narrow component of Ly-↵ and the values
within parentheses are given for the broader component. The EW is given
in the rest-frame. The luminosities are delensed by taking into account the
magnification factor.

5 RESULTS

In this section, we determine the properties of the lensed source
based on the modeling of the imaging and spectroscopic data. First,
we analyze the single most prominent emission line found in the
spectra of the lensed images. Next, we determine the true source
magnitude and size to decide whether the source is dominated by
an AGN or not.

c� 0000 RAS, MNRAS 000, 000–000

2 More et al.

crolensing (e.g., Morgan et al. 2008; Motta et al. 2012).
Quasar microlensing also enables us to directly measure
the fraction of mass in stars in the foreground lens at the
position of the quasar images. This provides crucial in-
formation to measure the stellar initial mass function of
lensing galaxies (e.g., Oguri et al. 2014; Schechter et al.
2014; Jiménez-Vicente et al. 2015). Furthermore, source
reconstruction of lensed quasars and their host gives a di-
rect view on the co-evolution of quasars and host galaxies
up to z ⇠ 4 (e.g., Peng et al. 2002; Rusu et al. 2016).
Systematic searches for lensed quasars have success-

fully found over hundreds of lens systems, in the radio
(e.g. Myers et al. 2003; Browne et al. 2003), in the opti-
cal (e.g. Oguri et al. 2006; Inada et al. 2012; More et al.
2016) as well as other multi-wavelength regimes (e.g.
Jackson et al. 2012). On galaxy scales, lensed quasars
are typically doubly imaged (“doubles”) or quadruply
imaged (“quads”). Most of the lensed quasar systems
discovered to date are doubles. For example, a sample
of thirteen lensed quasars recently discovered by More
et al. (2016) from the Sloan Digital Sky Survey-III are
all doubles. Nonetheless, quads with their two additional
images provide additional astrophysical information on
the foreground lens and the background source. Find-
ing more quad quasar lenses is thus of tremendous value
to the community given the small number14 of currently
known quads.
In this paper, we report the discovery of the quad

lens HSC J115252+004733 (henceforth referred to as
HSC J1152+0047) from the Hyper Suprime-Cam (HSC)
Survey. The HSC survey is a Subaru Strategic Program
(SSP) using the newly installed HSC (Miyazaki et al.
2012) instrument on the Subaru 8.2-m telescope. The
survey consists of three layers (wide, deep, ultradeep),
where the wide layer is expected to cover ⇠ 1400 deg2

in grizY -bands down to a depth of r ⇠ 26. The HSC
data are processed with hscPipe, which is derived from
the LSST software pipeline (Ivezic et al. 2008; Axelrod
et al. 2010; Jurić et al. 2015), and are calibrated using
the Pan-STARRS1 data (Tonry et al. 2012; Schlafly et al.
2012; Magnier et al. 2013).
Our paper is organized as follows. In Section 2, we de-

scribe the discovery of HSC J1152+0047 and the multi-
wavelength imaging data on this lens system. We de-
scribe the spectroscopic follow-up in Section 3. The lens
mass modeling is described in Section 4. In Section 5, we
derive the properties of the delensed source. In Section 6,
we compare our source with other distant galaxies and
quasars to understand its nature and discuss the cause of
chromatic variation in flux ratios. We present our conclu-
sions in Section 7. Magnitudes quoted in this paper are
in AB magnitudes. We note that the terms active galac-
tic nuclei (AGN) and quasar are used interchangeably in
the text. We used the following cosmological parameters
wherever necessary ⌦m = 0.308, h = 0.678, �

8

= 0.831,
⌦k = 0 (Planck Collaboration et al. 2015).

2. IMAGING DATA OF HSC J1152+0047

14 According to the Master Lens Database
(http://admin.masterlens.org/index.php), from a collec-
tion of over 115 lensed quasars, about 30 systems are known to be
quads.

Fig. 1.— Color (gri) composite of HSC J1152+0047 showing the
four blue lensed images (A, B, C and D) in an Einstein-cross con-
figuration. Apart from the central lensing galaxy (G), a companion
galaxy (G1, close to image C) is probably contributing to lensing.
The image is 1000 on the side. North is up and East is left.

The lens system, HSC J1152+0047, was recently dis-
covered serendipitously during the visual inspection of
data from the HSC Wide (internal data release ⇠
170 sq. deg., S15A). HSC J1152+0047 consists of the
main lens galaxy (G) with four lensed images (A, B, C
and D) in a cross configuration (see Fig. 1). A second
galaxy (G1) located very close to image C, is probably a
satellite of the main lens galaxy G and is likely to perturb
the lens potential.
We measured the relative astrometry and photometry

of the lens galaxies and the lensed images from the HSC
imaging using galfit (Peng et al. 2002). In Fig. 2, we
show all of the HSC bands and the model-subtracted
residual images for each band, respectively. The seeing
in the HSC-g, r, i, z and Y images is found to be
0.0055, 0.0046, 0.0045, 0.0060, and 0.0061, respectively, as
per hscPipe. All of the four lensed images are fit with
a point spread function (PSF) model in all bands except
in the i-band, where a Sersic profile is fit to images A and
B. The lens galaxy G is fit with a double Sersic model
and the companion galaxy G1 is fit with a PSF model.
For lens galaxy G, we used the z-band best-fit model as
prior when fitting the double Sersic model in other bands.
The relative positions from z-band and photometry in all
bands along with errors from galfit are given in Table 1.
We note that the colors (g � r and r � i) of the lensed
images (see Table 1) are consistent with the colors of a
quasar at z ⇠ 4 (Richards et al. 2001).
The flux ratios of images B, C, D with respect to image

A are shown in Fig. 3 for all of the HSC grizY -bands.
The flux ratios appear nearly uniform across all bands
with no strong evidence for di↵erential reddening. The
flux of image C, however, is likely contaminated by the
emission from satellite galaxy (G1) in the reddest (Y )

AM et al. 2016

HSC J1152+0047

Quadruply lensed AGN!  
(More et al 2016) 

zQSO=3.8
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Abstract

We present optimal source galaxy selection schemes for measuring unbiased cluster weak

lensing (WL) mass profiles from the Subaru Hyper Suprime-Cam Strategic Survey Program

(HSC-SSP). The ongoing HSC-SSP survey will uncover thousands of galaxy clusters to z !

1.5. In deriving cluster masses via WL, a critical source of systematics is contamination and

dilution of the lensing signal by cluster and foreground galaxies. Using the first-year CAMIRA

catalog of ∼900 clusters with richness larger than 20 found in ∼140 deg2 of HSC-SSP data,

c⃝ 2014. Astronomical Society of Japan.

arxiv:1706.00427
12 Publications of the Astronomical Society of Japan, (2014), Vol. 00, No. 0

Fig. 10. NFW model fits to the WL profiles obtained from different selection selection schemes. Left: datapoints show the stacked surface mass density

profiles, ∆Σ(R), for all galaxies (black), CC-cut galaxies (blue) and P-cut galaxies (cyan), and solid lines and shaded regions show the equivalent NFW

fit. The median total mass from each fit is given in the legend. Right: 1,2-σ confidence levels on the posterior 1- and 2-D distributions of the fitted NFW

parameters, M200c and c200c, for each selection method (same color scheme as left panel).

critical density of the universe. We fix the lensing-weighted

mean cluster redshift and fit for the mass and concentration us-

ing the Markov Chain Monte Carlo (MCMC) algorithm EM-

CEE (Foreman-Mackey et al. 2014). We exclude the innermost

radial bin, where masking and deblending of BCGs may af-

fect our photo-z’s or shape measurements (see discussion in

Section 6.2; also Murata et al. 2017). We also exclude the

last two radial bins from the NFW analysis since we are only

interested in the 1-halo term (the cluster) in this fit, and fit in the

range 0.3–3 Mpc/h. For the sake of computational efficiency,

we set flat priors on the mass and concentration in the range

0≤M200c/10
14M⊙/h≤ 100, 0≤ c200c ≤ 10.

Here we fit the WL profile stacked over all CAMIRA clus-

ters in the redshift range 0.1 < zl < 1.1 without subdividing

into lens redshift or richness slices as in the previous section.

The resulting profile (points) and its best-fit NFW profile (solid

curves with shaded error interval) are shown in the left panel

of Figure 10 for each of the selection methods (‘all’ in black,

P-cut in cyan, CC in blue). The corresponding posterior dis-

tributions of the mass and concentration fitted parameters from

the MCMC chains are shown in the right panel of Figure 10,

with contours representing 1,2-σ confidence bounds. The fit-

ted values for each method are summarized in Table 2. Since

quantities derived by other mass proxies (e.g., X-ray, SZ) are

often quoted in overdensities of ∆ = 500, we also convert and

quote M500c, c500c in Table 2. We now estimate how much bias

is caused to the M500c, c500c derived values by dilution. In or-

der to account for the statistical correlation between the ‘all’ and

CC-cut samples due to the latter being strictly a ∼50% subset of

the former, we bootstrap each of the source samples 100 times,

and follow the same stacking and fitting procedure. We find that

using ‘all’ galaxies results in a mass that is underestimated by

1−M500c,all/M500c,CC = (13± 4)%. The level of bias on the

concentration parameter is higher, and can cause an underesti-

mation by as much as 1−c500c,all/c500c,CC =(24±11)% when

comparing between ‘all’ and CC-selected sources. Although

not highly significant here, this level of bias, if true, may emerge

in future surveys such as LSST detecting thousands of clusters

with percent level statistical errors on the mean mass.

6 Validation Tests

So far, we have relied on comparing the lensing profiles of the

different source selection methods as an indication that they

minimize cluster and foreground contamination. Since the sig-

nal is a combination of both the shear and the redshift of the

galaxies, all methods may still suffer from the same redshift

bias that would not be apparent in such a relative comparison.

To more directly test the level of contamination due to insuffi-

ciently accurate redshift information, we present in this section

independent validation tests based on spec-z’s and boost factors.

6.1 Photo-z systematics from re-weighted

Spectroscopic Redshifts

We now attempt to estimate the reliability of the underlying red-

shift distribution from photo-z by comparing it with that derived

from spec-z samples compiled in the HSC footprint (for details

of the spec-z surveys used see Tanaka et al. 2017). However,

spectroscopic samples are much shallower than those of photo-

Robust source selection 
for lensing measurements 

by optically-selected 
cluster samples 
(very high S/N)
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Cosmic shear tomography 
(cross-correlations of shear in redshift slices)
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tomographic shear power spectrum

bin1: 0.3<zbest<0.7 
bin2: 0.7<zbest<1.1 
bin3: 1.1<zbest<1.5

amplitudes are arbitrary normalized

To appear in 
Hikage et al (in prep) 

Total S/N exceeds 20

Part of our blinding  
scheme for cosmology  
analysis
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Weak lensing simulations 19

sign of this effect is such that the additive bias is consis-
tent with zero for parametric models, but nonzero for real-
istic galaxy morphology. This suggests that it is harder for
re-Gaussianization to remove the PSF anisotropy from the
galaxy shapes when the galaxy models deviate more strongly
from simple elliptical models, and hence is a signature of
model bias.

5.7.2 Impact of nearby objects

To consider the impact of nearby objects in the COSMOS
images, we consider the curves for ∆m and ∆a on Figures 13
and 14 labeled as “Samples 1, 3”. As summarized in Table 1,
the key difference between these samples is that for sam-
ple 1, we used the publicly available masked postage stamps
that are distributed with GalSim. These were masked based
on using the Sextractor deblender to identify nearby objects
in COSMOS and mask them out with correlated noise. In
contrast, for sample 3, the nearby objects were not masked,
and we ran the HSC object selection and deblending rou-
tines. We know that if structure is near enough to the central
galaxies we are analyzing, then it can be easily deblended
in COSMOS but cannot possibly be recognized as distinct
structures in any ground-based imaging, even with the ex-
cellent typical seeing in the HSC i-band Wide layer im-
ages (median PSF FWHM of 0.58′′ for the shear catalog,
Mandelbaum et al. 2017).

It is clear that ∆m for these two cases is very large,
ranging from −0.1 (more negative bias for sample 3) at
S/N∼20 to −0.03 at S/N∼ 80. Alternatively, considering the
variation with resolution factor, the difference ranges from
-0.07 near our resolution factor limit R2 ∼ 0.3, to -0.15 at
R2 ∼ 1. This is the most striking finding to come from com-
paring simulations with different parent samples, and given
our desire to understand multiplicative bias at the level of
δm ∼ 0.017, requires further investigation and explanation.
Since this difference is many times our systematic error re-
quirement, we need to definitively understand the origin of
this difference and ascertain which sample more accurately
reflects reality.

A hint at the resolution of this problem comes from
Figure 15, which shows the distribution of the i-band mag-
nitudes (top) and resolution factors (bottom) for samples
passing the weak lensing cuts in the data and in all four
parent samples. The data and parent sample 4 curves on
this plot are the same as those that were shown in Fig. 8.
As shown, the simulations generated using parent samples 1
and 2 (which will not otherwise be discussed in this section,
but is similar to sample 1 in that the masking of nearby ob-
jects was also carried out) have distributions of magnitude
and resolution factor that are strikingly different from those
in both real data and in the simulations generated using
parent samples 3 and 4 (neither of which has nearby objects
masked out in the original COSMOS images).

The normalized histograms in Figure 15 appear to be
telling us that the galaxies in the simulations made with par-
ent sample 1 are typically brighter and smaller than those
in real data. Since parent samples 3 and 4 have nearby ob-
jects in COSMOS that are not masked, it seems clear why
we might measure galaxies as being typically larger in simu-
lations made with those parent samples compared to parent
samples 1 and 2: the extra light on the outskirts of galaxies

Figure 15. Distribution of i-band magnitude (top) and resolu-
tion factor R2 (bottom) for all galaxies passing the lensing cuts
in the data and the simulations with the four different parent
samples, as shown in the legend.

may inflate the measured galaxy sizes and resolution factors.
Hence the differences in resolution factor are physically un-
derstandable, and the fact that samples 3 and 4 match the
data so much better than samples 1 and 2 in this regard
strongly suggests that the simulations with samples 3 and
4 have captured a physical effect that is important in de-
termining the apparent resolution factor distribution in real
data, due to the inability to distinguish blend systems that
can be recognized in HST data. As for the difference in mag-
nitude distribution, since these are normalized histograms,
they must integrate to the same value. However, on average,
inclusion of light from nearby objects into the central object
light profile is going to make objects appear brighter in the
simulations made with parent samples 3 and 4, scattering
them into the sample, whereas with samples 1 and 2 they
would have failed our weak lensing cuts. This explains why
parent samples 3 and 4 have relatively more objects that are
near our adopted faint magnitude limit.

The above arguments are valid for two possible expla-
nations of what is going on: (1) as hypothesized above, light
from nearby objects that cannot possibly be deblended in
HSC images is artificially inflating the sizes and magnitudes

MNRAS 000, 000–000 (0000)

Apparent size compared to PSF

How you define your  
input galaxy sample matters! 

Simulations can reproduce 
observed galaxy properties 
if we include contributions 
from neighboring objects 
(instead of just isolated 

galaxies) 

Mandelbaum et al (in prep)



Why should you care? 
(aside from the fact that it’s cool stuff)
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Lesson 1

• For weak lensing, having 
two shear estimation 
methods (RM+17, 
Armstrong+17 in prep) is 
tremendously valuable 

• Reveals limitations in 
both methods, selection 
biases, …
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measurements, a process that was worth testing in detail. And we
did expect some model bias for NGMIX. Furthermore, the PSF was
treated differently by the two methods: for IM3SHAPE we used the
reconstructed PSF image directly, and for NGMIX we fit models to
the PSF.

A direct galaxy-by-galaxy test is not appropriate for a cross-
catalogue comparison, since there is not a unique unbiased shear es-
timate for a single galaxy. Rather, we wished to test that both meth-
ods produced consistent shear statistics for an ensemble of galaxies
(cf. Velander et al. 2011). Two potential shear statistics that can
be used are a galaxy-galaxy lensing signal and the two-point shear
correlation function. We tested if the results were consistent when
using the same ensemble of galaxies with the same weighting.

Disagreement between the catalogues would be proof that at
least one catalogue is biased, but we would not be able to determine
which one, nor the magnitude of this bias. Agreement between the
two catalogues is subjectively reassuring, but we wish to emphasize
that agreement does not prove that both catalogues are “correct” in
the sense that they can be used to generate unbiased shear estimates.

8.6.1 Tangential shear ratio

Galaxy-galaxy lensing provides one of the cleanest tests of the rel-
ative calibration of the two catalogues, because the azimuthal sym-
metry inherent in the tangential shear signal largely cancels most
sources of additive systematic error. Thus the ratio of two tangen-
tial shear signals is primarily a measure of the relative multiplica-
tive errors between the two catalogues.

For this test, we used the tangential shear signal around Lu-
minous Red Galaxies (LRGs) as determined by redMaGiC (red se-
quence Matched-filter Galaxies Catalogue; Rozo et al. 2015) from
the same DES SPT-E data. For this purpose, we did not require
sources to be behind the lenses. Rather, we took the full LRG cat-
alogue as the lenses, and for the sources, we used all galaxies that
were well-measured by both NGMIX and IM3SHAPE. Regardless
of the redshifts of the LRGs and the source galaxies, we expected
the signal to be the same for both catalogues in the absence of a
multiplicative bias.

The observed signal he
t,i

(✓)i for each method i 2
{IM3SHAPE, NGMIX} can be written as:

he
t,i

(✓)i = (1 + m

i

)h�
t

(✓)i + h⌘
i

(✓)i, (8.5)

where h�
t

i is the true underlying signal, h⌘
i

i is a noise term in-
cluding both intrinsic shape noise and measurement noise, and m

i

is a possible calibration error for each method. We mostly drop the
argument ✓ in the following for brevity. For the same ensemble of
galaxies, the two catalogues have identical values of h�

t

i and a sim-
ilar shape noise contribution to h⌘

i

i (though not identical, since the
two methods use different bands). The contribution to h⌘

i

i from
shape measurement noise, however, is expected to be somewhat
different.

The red points in Figure 26 represent the ratio of measured
tangential shear using the two shear catalogues. The weighted
mean of the ratio over the range from 1 to 20 arcminutes (the
typical scales of interest for weak lensing) is 0.932 ± 0.018. We
would naively expect this to be an estimate of (1 + mNGMIX)/(1 +
mIM3SHAPE) ⇡ 1 +mNGMIX �mIM3SHAPE. However, three corrections
are required before any conclusions can be drawn from this result
about potential differences in the relative calibration.

First, additive systematic errors only cancel if the sources are
distributed uniformly around the lenses. This is approximately true,
but masking can break the symmetry, especially at large scales. One

Figure 26. The ratios of tangential shear measurements around LRG galax-
ies from shears measured by NGMIX to those measured by IM3SHAPE. The
red circles show the direct ratio and the triangles correspond to the ratio af-
ter subtraction of the tangential shear around random points. The weighted
mean ratio in the scale range 1 � 20 arcminutes is 0.954 ± 0.018. The
blue line shows a prediction of the ratio (0.94) based on the GREAT-DES
simulation, which accounts for a selection bias induced by the intersection
of the two shape catalogues. This result is in good agreement with the data
points.

solution is to subtract off the measured tangential shear around ran-
dom points, drawn from the same region and with the same mask-
ing as the LRGs. No signal is expected around such points, but any
additive bias will affect both measurements equally. Thus the dif-
ference is a cleaner estimate of the true tangential shear than the
uncorrected signal. The blue points in Figure 26 represent the sig-
nal after this subtraction, and have a mean ratio of 0.954 ± 0.018,

Second, the ratio of two noisy quantities with the same mean
does not in general have an expectation value equal to 1. If the de-
nominator is a random variable, X , with a symmetric probability
distribution (e.g. X ⇠ N (X̄,�

X

)), the ratio will be approximately
1+�

2

X

/X̄

2. To account for this bias, we created simulated realiza-
tions of the ratio, and compared the measured signal to the mean
and variance of these. We generated a ratio realization in the fol-
lowing way:

(i) Fit a polynomial, log(he
t

i(✓)) = p(log(✓)) to the measured
NGMIX signal, and take this to be the true signal, �̂

t

(✓).
(ii) For each source in the ensemble, rotate both the NGMIX and

IM3SHAPE shear by the same random angle.
(iii) Re-measure the two tangential shear signals, which now

give estimates of the noise, h⌘r(✓)i, as the true signal is removed
by the random rotations.

(iv) Compute the realization ratio as

(�̂
t

+ h⌘r

NGMIXi)/(�̂t + h⌘r

IM3SHAPEi). (8.6)

We found the mean of these realizations to be consistent with a
ratio of 1 on all scales, which means that the S/Nof the tangen-
tial shear is high enough that we can neglect the noise term in the
denominator.

Finally, we found that the act of matching the two catalogues
caused a selection bias in the NGMIX catalogue, for two reasons.
First, the IM3SHAPE algorithm failed more often for objects with
low Sérsic index (n < 1). And second, the cuts we made on the
IM3SHAPE measurements of (S/N)

w

and R

gp

/R

p

altered the mix
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Plot from Dark Energy Survey 
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Lesson 2
• Carrying out blind analysis is increasingly 

important for avoiding confirmation bias. 
• Common blinding schemes: 

• Multiple catalogs with offsets 
• Blinding after computing two-point statistics. 
• Blinding at the analysis level. 

• Most common blinding schemes can be 
foiled by human error or can make it hard 
to do a joint analysis across science cases.
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Lesson 2
Adopting both catalog-level and analysis-
level blinding can better guard against 
human error.

38
ΔΩm

Δσ8

0

0



Lesson 3

39
it’s turtles galaxies all the way down



Lesson 3
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Blending is a major challenge for deep future surveys like HSC, 
and is likely to affect all aspects of the analysis (photometric 
redshifts, shear, …).  We need to confront this problem and its 
impact on cosmological analysis.



Summary
• The HSC survey had its first data release 

• You should download and play with our 
beautiful data!  Check out hscMap 

• Lots of science is being done! 
• Keep an eye on arxiv 

• We are learning valuable lessons for the 
era of precision cosmology. 

• Feel free to e-mail me any questions: 
rmandelb@andrew.cmu.edu

41

mailto:rmandelb@andrew.cmu.edu

