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galaxy redshift surveys = precise 3-dimensional positions 
+ spectra

quasar physics 
LyA cosmology

galaxy physicstwo-point statistics
higher-point statistics

topology / voids
small-scale clustering

cross-correlations with […]
-> expansion, neutrinos, inflation, gal evolution, gravity, 

composition, etc



CfA 1 & 2 - 1977-1995 
20k galaxies

SDSS BOSS  
2008-2013 

 1.5 million galaxies 
350k quasars

D. Schlegel, 10 Dec 2013

DESI + Euclid “on the curve” for redshift surveys

!53HST Ultra-Deep Field 
10,000 galaxies / (11 arcmin2)

140 billion

1980 2061

1000

Year

log N(galaxies)

SDSS, 2009 
929,000

CfA1, 1983 
1840

2dF, 2003 
221,414

CfA-2, 1998 
18,000

LCRS, 1996 
18,678

← Redshift surveys complete in 2061

2025 
30 million



I - Galaxy spectra and non-parametric SFHs

II - Measuring redshift space distortions on large scales

III - The formation time of halos
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Figure 1:

Overview of the stellar population synthesis technique. The upper panels highlight the ingredients
necessary for constructing simple stellar populations (SSPs): an IMF, isochrones for a range of
ages and metallicities, and stellar spectra spanning a range of Teff , Lbol, and metallicity. The
middle panels highlight the ingredients necessary for constructing composite stellar populations
(CSPs): star formation histories and chemical evolution, SSPs, and a model for dust attenuation
and emission. The bottom row shows the final CSPs both before and after a dust model is applied.
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necessary for constructing simple stellar populations (SSPs): an IMF, isochrones for a range of
ages and metallicities, and stellar spectra spanning a range of Teff , Lbol, and metallicity. The
middle panels highlight the ingredients necessary for constructing composite stellar populations
(CSPs): star formation histories and chemical evolution, SSPs, and a model for dust attenuation
and emission. The bottom row shows the final CSPs both before and after a dust model is applied.
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there are uncertainties in all of these steps

Simple stellar populations as galaxy building blocks



The problem to solve

F� =

Z t

0
fdust({p}, t) (t, Z)S�(t, Z)dt



The problem to solve

F� =

Z t

0
fdust({p}, t) (t, Z)S�(t, Z)dt

Simple in principle (especially in the optical)!

Complications due to data quality, poor modelling, large 
degeneracies and very large datasets.



Describing galaxies



Parametric star formations histories

lookback time

 Parametric SFHs reduce dimensionality, 
but are effectively a prior and demonstrably lead to biases 

Why reduce dimensionality? 
Too few independent data 
Speed

t

 (t)

 (Z)



Non-parametric star formations histories

lookback time
Non-parametric SFHs fit many more parameters, but are less 

dependent on choice of parametrisation. 
Huge demand on data and models.

 (t)



Full-spectral fitting 
(we’ve been doing this a while and getting good at it: see also e.g. 

MOPED Heavens et al., STARLIGHT Cid Fernandes et al., STECMAP Ocvirk et al., Koleva 
et al., MacArthur et al., FIREFLY Wilkinson et al.)

VESPA 
[Tojeiro et al. 2007,2009]

Adaptable age/Z grid depending on 
quality and range of data.

Fits spectroscopy (absorption line 
only) and photometry

Works with any SSP model

Dust attenuation modelled with 
mixed-slab 2-parameter dust model 

of Charlot & Fall 2000

Z free for each age.

Chooses the ‘right’ matrix to invert 
and does it - fast.
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Figure 2. Two SDSS galaxies analyzed with VESPA. In each case the top panels show the observed and fit spectrum (black and red, respectively; only the fitted regions
are shown), the second panel the residuals, the third panel the recovered star formation mass fractions and in the bottom panel we show the recovered metallicity in
each age bin. The example on the right shows a galaxy from which little information could safely be recovered which is translated into large age bins. The interpretation
should be that the majority of this galaxy’s mass was formed 11–14 Gyr ago in the rest frame, but we cannot tell more precisely when, within that interval, this
happened. The example on the left shows a galaxy with a history which is better resolved.
(A color version of this figure is available in the online journal.)

Figure 3. Two commonly used dust extinction curves. The solid line shows a
simple model that follows λ−0.7 and is used throughout this paper. The dashed
line shows the extinction curve estimated directly from the LMC by Gordon
et al. (2003). Curves have been normalized to unity at λ = 5550 Å.

There is a variety of choices for the form of fdust(τλ). We use
the mixed slab model of Charlot & Fall (2000) for low optical
depths (τV ! 1), for which

fdust(τλ) = 1
2τλ

[
1 + (τλ − 1) exp(−τλ) − τ 2

λE1(τλ)
]
, (10)

where E1 is the exponential integral and τλ is the optical depth
of the slab. This model is known to be less accurate for high dust
values, and for optical depths greater than 1 we take a uniform
screening model with

fdust(τλ) = exp(−τλ). (11)

We call this model our one-parameter dust model. We also
apply a two-parameter dust model by following Charlot & Fall
(2000) and set

fdust(τλ, t) =
{
fdust(τ ISM

λ )fdust(τBC
λ ), t ! tBC

fdust(τ ISM
λ ), t > tBC

(12)



What would you do 
with 800,000+ 

SFHs?

How do galaxies assemble their stellar mass? 
[Tojeiro et al 2011a,b, Tojeiro et al. 2012a]

Why are red and blue spirals or ellipticals 
different? [Tojeiro et al. 2013]

How does the population of type Ia 
supernovae progenitors evolve with redshift? 

[Aubourg, Tojeiro et al. 2008; Brandt, Tojeiro et al. 2010]

Does the stellar initial mass function (IMF) evolve 
with redshift? [Wilkins, et al. 2008]

How does environment affect the formation of dark 
matter halos and the assembly of stellar mass? 

[Eardley, Tojeiro, Peacock in prep]

Is the Universe homogeneous? [Hoyle, Tojeiro et al. 2012]

Matching progenitors across cosmic time and 
measuring RSD on large scales [Tojeiro et al 2012b]

Can we use this extra dimension to help us interpret 
simulations? [Tojeiro, Thomas, Henriques in prep]



I - Galaxy spectra and non-parametric SFHs

II - Measuring redshift space distortions on large scales

III - The formation time of halos



Redshift-Space Distortions

Coherent motion of galaxies as they trace the large scale gravitational 
potential leaves an anisotropic imprint in their correlation function.

to observer to observer

true  
shape

observed  
shape

This anisotropic imprint gives us the growth rate of structure, and is 
sensitive to the theory of gravity.



Probing gravity via the growth rate of structure

BOSS anisotropic clustering 3507

Figure 2. The two-dimensional correlation function of DR11 sample measured in bins of 1 h−1 × 1 h−1 Mpc2. We use first two Legendre multipoles of the
correlation function in our study rather than the two-dimensional correlation function displayed here.

where DD(!r i) is the weighted number of galaxy pairs whose
separation falls within the !r i bin, RR(!r i) is number of similar
pairs in the random catalogue and DR(!r i) is the number of cross-
pairs between the galaxies and the objects in the random catalogue.

Fig. 2 shows the two-dimensional correlation function of DR11
sample measured in bins of 1 h−1 × 1 h−1 Mpc2. Both the ‘BAO
ridge’ (a ring of local maxima at approximately 100 h−1 Mpc) and
the RSD signal (LOS ‘squashing’ of the correlation function) are
detectable by eye.

The random catalogue is constructed by populating the volume
covered by galaxies with random points with zero correlation. We
use a random catalogue that has 50 times the density of galaxies
to eliminate extra uncertainty associated with the shot noise in the
random catalogue.

We weight each galaxy in the catalogue with three indepen-
dent weights. First is the Feldman–Kaiser–Peacock (FKP; Feldman,
Kaiser & Peacock 1994) weight wFKP = 1/[1 + n̄(z)20 000]. This
approach downweights galaxies in high-density regions, achieving
a balance between cosmic variance and shot-noise errors. The sec-
ond weight wsys = wstarwsee accounts for the systematic effects
associated with both the varying stellar density (wstar; Ross et al.
2012) and seeing variations in the imaging catalogue used for tar-
geting (wsee; Anderson et al. 2013). The third weight corrects for the
missed galaxies due to fibre collisions and redshift failures using the
algorithm described in Anderson et al. (2012). The former is caused
by the finite size of fibres that makes simultaneous measurement
of spectra of two galaxies with small angular separation impossi-

ble. To correct for both of these effects, we upweight each galaxy
by the number of its lost neighbours and the resulting weight is
(wcp +wzf − 1). Since these effects are statistically independent, the
total weight is a product of three wtot = wFKPwsys(wcp + wzf − 1).
The weight of the pair is the product of individual weights for two
galaxies. Since the stellar and close-pair effects are absent in the
random catalogue, we apply only the FKP weight to them.

The observed correlation function is a function of two variables:
we use r, the distance between galaxies, and µ, the cosine of the
angle between their connecting vector and the LOS. The optimal
choice of binning for the correlation function measurements de-
pends on two competing effects. Using small bin size retains more
information, but since we estimate covariance matrices by comput-
ing a scatter of finite number of mock catalogues (see Section 4),
using more bins deteriorates the precision at which the elements of
the covariance matrices can be estimated. Empirical tests performed
on the mock catalogues suggest that the RSD signal is more or less
insensitive to the binning choice, while the BAO measurements
are optimal at ∼8 h−1 Mpc (for details see Percival et al. 2013).
We bin r in 16 bins of 8 h−1 Mpc in size in the range of 24 h−1 <

r < 152 h−1 Mpc and µ in 200 bins in 0 < µ < 1, and estimate the
correlation function on this two-dimensional grid. The information
in the correlation function below 24 Mpc h−1 is strongly contami-
nated by non-linear effects, and the scales above 152 Mpc h−1 have
low signal-to-noise ratio and contribute little information.

We compress the information in the two-dimensional correlation
function by computing the Legendre multipoles with respect to µ

MNRAS 439, 3504–3519 (2014)
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f =

d logD

da

Shape affected by observational systematics. 
Small (non-linear) scales difficult to model.



Why measure RSD on large (linear) scales?

The non-linear regime is hard. 

Pg(k, µ, z) = (b(z) + f(z)µ2)2�2
8(z0)

D2(z)

D2(z0)
Pm(k, z0)

The large-scale amplitude changes due to: 
the growth of the matter perturbations in the density field 
the evolution of the bias, set by the velocity field 

Pg(k, µ) = (b+ fµ2)2Pm(k)
[assuming no velocity bias,                       ].r.v = �f�m

f =
dlogD

da



⇠0(r, z) =

✓
b(z)2 +

2

3
f(z)b(z) +

1

5
f(z)2

◆
�2
8(z)⇠(r)

⇠2(r, z) = �
✓
4

3
b(z)f(z) +

4

7
f(z)2

◆
�8(z)

2
⇥
⇠(r)� ⇠̄(r)

⇤

Monopole + quadrupole trivially measure the 
combinations:

f(z)�8(z)

b(z)�8(z)

⇠(µ, r) = ⇠0(r)P0(µ) + ⇠2(r)P2(µ) + ⇠4(r)P4(µ)

Simplify with multipoles:

…but linear scales are noisy.



The evolution of galaxy bias

b(z) = [b(z0)� 1]
D(z0)

D(z)
+ 1

For a conserved sample of tracers (no mergers), the evolution 
of linear galaxy bias is known exactly: [Fry 1996, Tegmark & Peebles 

1998, Chan 2012, etc]

Knowing how much of the evolution of the large-
scale power is due to galaxy bias, we know how 
much it’s due to growth.

f(z) �8(z) b(z)



f(z) =
d logD(z)

d log a(z)
D(z) =

�8(z)

�8(z = 0)

A practical application to data

A0(z) =

✓
b2(z) +

2

3
f(z)b(z) +

1

5
f2(z)

◆
�2
8(z)

A2(z) = �
✓
4

3
b(z)f(z) +

4

7
f2(z)

◆
�2
8(z)

Measure the large-scale amplitude of a suitable sample of 
galaxies as a function of redshift, which we describe as:

 Model s8 as a smooth function (spline, polynomial, etc), 
parametrised by n nodes, from which growth factor and growth 
rate can be computed.

 Full parameters are: b0,�8(zi=0,...,n)



So. We need a passively evolving sample of galaxies.

How do I find the progenitors of today’s galaxies at 
higher redshift?

How do I measure their merger rate?

Yes, we left the complicated, non-linear structure formation 
behind only to enter the murky, treacherous waters of galaxy 

evolution, stellar population synthesis and complicated selection 
functions. 

Welcome, to an entirely different can of worms.



stellar evolution != dynamical evolution

stellar evolution + dynamical evolution ~ galaxy evolution



The dynamical evolution

Using the past star-formation and chemical history of a local sample, and 
having exact knowledge of the survey selection function, one can predict 

what the luminosity and number density of objects should be at larger 
redshifts, in the absence of mergers.

The difference can be interpreted as a merger history (this 
requires some assumptions).

We need: non-parametric star-formation histories and lots and 
lots of galaxies.



The state of the art in LSS: 
The Baryon Oscillations Spectroscopic Survey (BOSS)

• Spectroscopic redshift survey over 10,000 sq. deg. (that’s most of the sky 
accessible from one hemisphere)


• Redshifts for 1.37 million unique galaxies.


• + 220k QSOs (158k for LyA) and 256k ancillary targets.


• All data now public, after a 5-year observing campaign [Alam et al. 2015] 
4 L. Anderson et al.

Figure 2. Evolution of the BOSS sky coverage from DR9 to DR11. Top panels show our observations in the North Galactic Cap (NGC) while lower panels
show observations in the South Galactic Cap (SGC). Colors indicate the spectroscopic completeness within each sector as indicated in the key in the lower
right panel. Gray areas indicate our expected footprint upon completion of the survey. The total sky coverage in DR9, DR10, and DR11 is 3,275 deg2, 6,161
deg2, and 8,377 deg2, respectively.

design appears in Eisenstein et al. (2011), and a full description, in-
cluding a discussion of the motivation for the targeting criteria, is
provided in Dawson et al. (2012).

2.2 Galaxy Catalogues

BOSS selects two classes of galaxies to be targeted for spec-
troscopy using SDSS DR8 imaging. The ‘LOWZ’ algorithm is de-
signed to select red galaxies at z < 0.45 from the SDSS DR8
imaging data via

r
cmod

< 13.5 + ck/0.3 (1)
|c?| < 0.2 (2)

16 < r
cmod

< 19.6 (3)
r
psf

� r
mod

> 0.3 (4)

where here i and r indicate magnitudes and all magnitudes are cor-
rected for Galactic extinction (via the Schlegel, Finkbeiner & Davis
1998 dust maps), the subscript psf denotes PSF magnitudes, the
subscript mod denotes ‘model’ magnitudes (Stoughton et al. 2002),
the subscript cmod denotes ‘cmodel’ magnitudes (Abazajian et al.
2004), and

ck = 0.7 (g
mod

� r
mod

) + 1.2 (r
mod

� i
mod

� 0.18) (5)

and

c? = r
mod

� i
mod

� (g
mod

� r
mod

)/4.0� 0.18. (6)

The resulting LOWZ galaxy sample has three times the spatial den-
sity of the SDSS-II LRGs, as is shown in Fig. 1, with a similar
clustering amplitude to the CMASS sample (Parejko et al. 2013).

We define the effective redshift, z
e↵

, as the mean redshift of a
sample weighted by the number of galaxy pairs with separations
80 < s < 120h�1Mpc. For the LOWZ sample z

e↵

= 0.32,
slightly lower than that of the SDSS-II LRGs as we place a red-
shift cut z < 0.43 to ensure no overlap with the CMASS sample,
and hence independent measurements. Further details can be found
in Parejko et al. (2013) and Tojeiro et al. (2014). Due to difficulties

during the early phases of the project, the sky area of the LOWZ
sample lags that of the full survey by approximately 1 000 deg

2, as
can be seen in comparison of Tables 1 and 2.

The CMASS sample is designed to be approximately stellar-
mass-limited above z = 0.45. These galaxies are selected from the
SDSS DR8 imaging via

17.5 < i
cmod

< 19.9 (7)
r
mod

� i
mod

< 2 (8)
d? > 0.55 (9)

i
fib2

< 21.5 (10)
i
cmod

< 19.86 + 1.6(d? � 0.8) (11)

where

d? = r
mod

� i
mod

� (g
mod

� r
mod

)/8.0, (12)

and ifib2 is the i-band magnitude within a 2

00 aperture radius.
For CMASS targets, stars are further separated from galaxies by
only keeping objects with

i
psf

� i
mod

> 0.2 + 0.2(20.0� i
mod

) (13)
z
psf

� z
mod

> 9.125� 0.46 z
mod

, (14)

unless the target also passes the LOWZ cuts (Eqs. 1-4) listed above.
The CMASS selection yields a sample with a median redshift

z = 0.57 and a stellar mass that peaks at log
10

(M/M�) = 11.3
(Maraston et al. 2013) and a (stellar) velocity dispersion that peaks
at 240 km s

�1 (Bolton et al. 2012; Thomas et al. 2013). Most
CMASS targets are central galaxies residing in dark matter halos
of ⇠ 10

13 h�1M�, but a non-negligible fraction are satellites that
live primarily in halos about 10 times more massive (White et al.
2011; Nuza et al. 2013). Further discussion can be found in Tojeiro
et al. (2012). Kinematics and emission line properties are described
in Thomas et al. (2013).

Target lists are produced using these algorithms and are then
“tiled” to produce lists of galaxies to be observed with a single
pointing of the Sloan telescope. Not all targets can be assigned

c� 2014 RAS, MNRAS 000, 2–39
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redshift galaxies (z ! 0.43) using the following selection criteria:

rp < 13.1 + c∥, (1)

rp < 19.2, (2)

c⊥ < 0.2, (3)

µr,p < 24.2 mag arcsec2, (4)

rpsf − rmodel > 0.3, (5)

where the two colours, c∥ and c⊥, are defined as

c∥ = 0.7(g − r) + 1.2[(r − i) − 0.18], (6)

c⊥ = (r − i) − (g − r)/4 − 0.18. (7)

Model magnitudes are used for the colour cuts, and Petrosian
magnitudes for the apparent magnitude and surface brightness con-
straints. Note that whereas Petrosian magnitudes naturally fail to
account for flux outside twice the Petrosian radii, and whereas this
fraction varies as a function of galaxy type (see e.g. Graham et al.
2005), here they are simply used to define a sample of galaxies.
When computing luminosity densities we always use cmodel mag-
nitudes. Cut II mostly but not exclusively targets LRGs at z " 0.4
following

rp < 19.5, (8)

c⊥ > 0.45 − (g − r)/6, (9)

(g − r) > 1.3 + 0.35(r − i), (10)

µr,p < 24.2 mag arcsec2, (11)

rpsf − rmodel > 0.5. (12)

Two separate algorithms are necessary as the passive stellar pop-
ulation turns sharply in a g − r versus r − i colour plane, when the
4000-Å break moves through the filters.

In SDSS-III, galaxies at z ! 0.43 are predominantly but not
exclusively targeted by the low z selection algorithm, akin to Cut
I above, but extended to fainter magnitudes. A low z galaxy must
pass the following criteria:

rcmod < 13.5 + c∥/0.3, (13)

|c⊥| < 0.2, (14)

16 < rcmod < 19.6, (15)

where the two auxiliary colours c∥ and c⊥ are defined as for SDSS-
I/II above.

Galaxies at z " 0.43 are predominantly but not exclusively tar-
geted by the CMASS selection algorithm, which extends the Cut
II above by targeting both fainter and bluer galaxies. A CMASS
galaxy must pass the following criteria:

17.5 < icmod < 19.9, (16)

rmod − imod < 2, (17)

d⊥ > 0.55, (18)

ifib2 < 21.5, (19)

Figure 1. Number density as a function of redshift for the LRG (red) and
the CMASS (black) samples. The dashed line at z = 0.45 shows our chosen
hard boundary between the two surveys – we do not use any LRGs with z >

0.45 nor any CMASS galaxies with z < 0.45.

icmod < 19.86 + 1.6(dperp − 0.8), (20)

where the auxiliary colour d⊥ is defined as

d⊥ = rmod − imod − (gmod − rmod)/8.0. (21)

CMASS objects must also pass the following star–galaxy sepa-
ration cuts:

ipsf − imod > 0.2 + 0.2(20.0 − imod), (22)

zpsf − zmod > 9.125 − 0.46zmod, (23)

unless they also pass the low z cuts.
The CMASS selection algorithm was designed to loosely follow

a constant stellar mass limit and, unlike Cut II in SDSS-II, it does
not exclusively target red objects. Therefore, although both the LRG
and CMASS samples are colour-selected, CMASS is a significantly
more complete sample than the LRGs, especially at the bright end.
In this paper we will split our data into two distinct redshift slices,
with our lower redshifts slice in the range of 0.23 < z < 0.45
and our higher redshift slice in the range of 0.45 < z < 0.7. Our
low-redshift slice consists exclusively of SDSS-I/II LRGs (Cuts I
and II) and contains approximately 89 000 galaxies, and our high-
redshift slice consists exclusively of SDSS-III CMASS galaxies,
with over 250 000 objects. The low-redshift cut-off is motivated by
our previous analysis of the LRGs that indicates that the sample
is significantly contaminated at lower redshifts (Tojeiro & Percival
2011; Tojeiro et al. 2011). We do not make use of low z galaxies
for the main analysis presented in this paper, mainly due to the fact
that the volume and number density sampled by low z currently
lags behind that of the CMASS due to problems in target selection
at the beginning of the observing run. We use low z galaxies only
in Section 5.4, when investigating potentially unresolved targets
in CMASS. The n(z) distribution of our two samples is shown in
Fig. 1.

3 TH E S T E L L A R PO P U L ATI O N MO D E L L I N G

We use the 124 stellar evolution models computed in Tojeiro et al.
(2011) by stacking LRG spectra according to their luminosity,
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Figure 2. The observed colour evolution of CMASS galaxies contrasted with the predicted colour evolution of LRGs at CMASS redshifts. In each panel the
black contours show the number density of the full LRG sample in the g − r versus r − i plane. The blue contours show the number density of CMASS galaxies
for a given redshift range (given for each panel). The red dots show the predicted colours of the LRGs at the same redshifts given by the FSPS models, and the
blue triangles show the predicted colours using the M11 models. The different dots correspond to the prediction of LRGs of different luminosity, colour and
redshift. The solid red line shows the d⊥ = 0.55 cut for reference.

redshift and colour, and subsequently analysed them with VErsatile
SPectral Analysis (VESPA) (Tojeiro et al. 2007, 2009) to obtain
detailed star formation histories as a function of lookback time.
VESPA fits a linear combination of stellar populations of different
ages and metallicities, modulated by a dust extinction, to the stacked
optical spectra. Each star formation history can then be translated
into a detailed evolution of any magnitude and colour with cosmic
time. We have made no changes to these publicly available models
other than increasing the sampling in redshift, to provide better re-
solved colour and magnitude evolution.1 We consider the solutions
obtained with two sets of stellar population models: the Flexible
Stellar Population Synthesis (FSPS) models of Conroy, Gunn &
White (2009) and Conroy & Gunn (2010), and the stellar popula-
tion models of Maraston & Strömbäck (2011) (M11) – we refer the
reader to section 4 of Tojeiro et al. (2011) for detailed information
on the differences and similarities between the two sets of assump-
tions, and we note that the most significant difference arises from
the stellar evolution tracks.2 One of the main results in Tojeiro et al.
(2011) is that, even though FSPS and M11 provide star formation
histories that have very similar mass-weighted ages that decrease
with luminosity, in the M11 case this is due to the presence of a

1 The models from Tojeiro et al. (2011) are available at http://www.icg.
port.ac.uk/tojeiror/lrg_evolution/
2 Briefly, notable differences lie in the choice of the shape of the IMF,
isochrone tracks and stellar libraries. In the case of M11, we use a combina-
tion of a Kroupa (2001) IMF, the MILES stellar library of Sánchez-Blázquez
et al. (2006) and isochrones from Cassisi, Castellani & Castellani (1997)
and Schaller et al. (1992) combined with the fuel consumption approach of
Renzini & Buzzoni (1986) for post-main-sequence phases. For FSPS mod-
els we use a combination of a Chabrier (2003) IMF, with a MILES stellar
library and the Padova isochrones of Marigo & Girardi (2007) and Marigo
et al. (2008).

population of stars of young to intermediate ages (1–3 Gyr), whilst
in the FSPS case this is due to a slightly younger main burst of star
formation, which extends to lower ages with decreasing luminosity.
These differences in the star formation histories will have an impact
on the results, and we will compare results obtained using both
models throughout the paper. In Section 3.1.1 we describe the star
formation histories recovered with both sets of models in detail.

In Fig. 2 we show the g − r and r − i colours predicted by the fits
to LRGs based on the different models (red dots for FSPS and blue
for M11) and how they compare to the colours of observed CMASS
galaxies in four redshift ranges (blue contours). The locus of the
models traces the locus of the observed galaxies remarkably well.
Furthermore, the FSPS models predict a tendency to have bluer
colours with increased redshift, and that is tentatively matched by
the data. M11 models follow broadly the same trend, with the main
differences seen at z = 0.55, where M11 models predict significantly
bluer galaxies (some models predict a crossing of the d⊥ cut).

3.1 The composite model

The clear advantage of our set of models is that it gives a data-driven
grasp on the stochasticity of the population properties. We do not
need to assume that all targeted LRGs are the same and natural
scatter in the colours – given by changes in metallicity and star
formation rate – can be trivially accounted for. We are limited in the
sense that we can only predict the evolution of any galaxy to red-
shifts greater than the one it is observed at; this is because the fossil
record can only hold information on the past history of a galaxy.
Evolving a galaxy forward requires assumptions about any subse-
quent star formation, or lack of it. In order to match the samples, we
need a stellar evolution model that spans the redshift range of both
samples combined, and that we can use to evolve any galaxy to any
redshift with minimal assumptions about their stellar evolution. We
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observed in f V , and whose magnitude and colour evolution matches
those predicted for gA. This galaxy will by definition also only be
observed in a fraction f V of the CMASS volume. Our weighting
scheme gives gB a weight on unity. Note that this is the opposite
approach to the traditional Vmax weight, which would up-weight gB

by 1/f V and give gA a weight of unity.
Explicitly, for an LRG in a volume VLRG we calculate

Vmatch,i = VLRG

V LRG
max,i

× min

{
V LRG

max,i

VLRG
,
V CMASS

max,i

VCMASS

}
, (26)

and similarly for a CMASS galaxy, in a volume VCMASS:

Vmatch,i = VCMASS

V CMASS
max,i

× min

{
V LRG

max,i

VLRG
,
V CMASS

max,i

VCMASS

}
, (27)

where Vmax,i is the volume a galaxy i would have been observed
in either survey, according to the full target selection cuts and the
evolution of its colour and magnitude, as given by the composite
model.

Where the traditional Vmax estimator would up-weight galaxies
only visible in a fraction of the volume in which they were observed,
we instead give these galaxies a weight of unity and down-weight
the corresponding galaxies with the same properties as observed in
the other volume.

The interpretation of the Vmatch weight is different from that of
the traditional Vmax weighting. Although the latter gives us the
means to correct for incompleteness and yields true space densities,
the former must be interpreted as a weighting scheme rather than
a completeness correction. That is, Vmatch weighted number and
luminosity densities are still potentially volume incomplete, but
the populations are weighted in such a way that they are equally
represented at both redshifts. We can compare the distribution of the
total weighted luminosity for the two slices, but we cannot interpret
these functions as giving the true luminosity density.

The advantage of this weighting scheme is that we sample dif-
ferent populations equally based on volume, and therefore obtain a
weighted population such that galaxies observed throughout a large
volume are up-weighted. It also implicitly checks that we are only
using populations that exist in both samples, without having to do
such a test explicitly (e.g. Wake et al. 2006).

4.2 The progenitors of LRGs

A large value of Vmatch (Vmatch varies between 0 and 1) indicates
that a galaxy belongs to a population that can be observed across
a large fraction of both surveys, and a small value of Vmatch means
a population of galaxies is only present in a small fraction of the
volume in at least one of the surveys. In other words, the larger
this value for a CMASS galaxy, the more likely this galaxy is a
progenitor of a typical LRG galaxy, and vice versa.

Fig. 8 shows a mapping of the average value of this weight on
to the two CMASS targeting parameter spaces: a g − r versus r −
i plot, and a d⊥ versus the cmodel magnitude in the i band. We
show the results using the FSPS models in the solid contours and
the results using M11 in the line contours, which are qualitatively
similar. The colour–colour plot shows a clear trend for the average
value of Vmatch to increase to redder g − r colours, as expected
if LRGs were exclusively made of metal-rich and old stars. Inter-
estingly, we also see that some blue regions of the colour–colour
plot display an increase of the average value of the Vmatch weight.
This relation is a result of the small but significant numbers of
young-to-intermediate-aged stars detected in LRG spectra at BOSS
redshifts (corresponding roughly to stars aged between 1 and 3 Gyr
in SDSS-I/II galaxies). The orange line in the left-hand plot of
Fig. 8 shows the g − i = 2.35 cut of Masters et al. (2011), which
was motivated by the morphological analysis of a small subsample
of CMASS galaxies with Hubble Space Telescope (HST) imaging.
They suggest that selecting galaxies with g − i > 2.35 produces
a cleaner sample of early-type galaxies (90 per cent) that are more
traditionally associated with typical LRGs. Additionally, we predict
that at least a fraction of the galaxies that sit in the blue end of that
colour–colour plot are also LRG progenitors, temporarily visiting
the blue cloud due to small amounts of star formation. Assuming
that they retain their morphology (it is hard to imagine a scenario
where they would not), our analysis makes quantitative predictions
on the fraction of star-forming ellipticals that should be found on
that part of the diagram, given the morphological mixing of the LRG
sample (not currently known, to our knowledge). This result can be
turned into a test of stellar population synthesis (SPS) models, as
different sets of models will predict a different number density at
those colours. We leave this exploration for future work.

The right-hand-side panel of Fig. 8 shows an uninterrupted trend
to lower Vmatch towards fainter magnitudes. Interestingly, the slope

Figure 8. Average Vmatch weight as a function of colours and i-band magnitude, shown for the two main targeting parameter space diagrams in CMASS.
A darker colour corresponds to a lower value of Vmatch, and the brighter colours to the regions in parameter space that have the largest likelihood of being
progenitors of the LRG sample. The red solid lines show targeting cuts. The orange line on the plot on the left shows the morphology cut derived in Masters
et al. (2011), and the dashed green line shows the blue cut of the cut-II selection in Eisenstein et al. (2001).
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observed in f V , and whose magnitude and colour evolution matches
those predicted for gA. This galaxy will by definition also only be
observed in a fraction f V of the CMASS volume. Our weighting
scheme gives gB a weight on unity. Note that this is the opposite
approach to the traditional Vmax weight, which would up-weight gB

by 1/f V and give gA a weight of unity.
Explicitly, for an LRG in a volume VLRG we calculate

Vmatch,i = VLRG
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× min
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and similarly for a CMASS galaxy, in a volume VCMASS:

Vmatch,i = VCMASS
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where Vmax,i is the volume a galaxy i would have been observed
in either survey, according to the full target selection cuts and the
evolution of its colour and magnitude, as given by the composite
model.

Where the traditional Vmax estimator would up-weight galaxies
only visible in a fraction of the volume in which they were observed,
we instead give these galaxies a weight of unity and down-weight
the corresponding galaxies with the same properties as observed in
the other volume.

The interpretation of the Vmatch weight is different from that of
the traditional Vmax weighting. Although the latter gives us the
means to correct for incompleteness and yields true space densities,
the former must be interpreted as a weighting scheme rather than
a completeness correction. That is, Vmatch weighted number and
luminosity densities are still potentially volume incomplete, but
the populations are weighted in such a way that they are equally
represented at both redshifts. We can compare the distribution of the
total weighted luminosity for the two slices, but we cannot interpret
these functions as giving the true luminosity density.

The advantage of this weighting scheme is that we sample dif-
ferent populations equally based on volume, and therefore obtain a
weighted population such that galaxies observed throughout a large
volume are up-weighted. It also implicitly checks that we are only
using populations that exist in both samples, without having to do
such a test explicitly (e.g. Wake et al. 2006).

4.2 The progenitors of LRGs

A large value of Vmatch (Vmatch varies between 0 and 1) indicates
that a galaxy belongs to a population that can be observed across
a large fraction of both surveys, and a small value of Vmatch means
a population of galaxies is only present in a small fraction of the
volume in at least one of the surveys. In other words, the larger
this value for a CMASS galaxy, the more likely this galaxy is a
progenitor of a typical LRG galaxy, and vice versa.

Fig. 8 shows a mapping of the average value of this weight on
to the two CMASS targeting parameter spaces: a g − r versus r −
i plot, and a d⊥ versus the cmodel magnitude in the i band. We
show the results using the FSPS models in the solid contours and
the results using M11 in the line contours, which are qualitatively
similar. The colour–colour plot shows a clear trend for the average
value of Vmatch to increase to redder g − r colours, as expected
if LRGs were exclusively made of metal-rich and old stars. Inter-
estingly, we also see that some blue regions of the colour–colour
plot display an increase of the average value of the Vmatch weight.
This relation is a result of the small but significant numbers of
young-to-intermediate-aged stars detected in LRG spectra at BOSS
redshifts (corresponding roughly to stars aged between 1 and 3 Gyr
in SDSS-I/II galaxies). The orange line in the left-hand plot of
Fig. 8 shows the g − i = 2.35 cut of Masters et al. (2011), which
was motivated by the morphological analysis of a small subsample
of CMASS galaxies with Hubble Space Telescope (HST) imaging.
They suggest that selecting galaxies with g − i > 2.35 produces
a cleaner sample of early-type galaxies (90 per cent) that are more
traditionally associated with typical LRGs. Additionally, we predict
that at least a fraction of the galaxies that sit in the blue end of that
colour–colour plot are also LRG progenitors, temporarily visiting
the blue cloud due to small amounts of star formation. Assuming
that they retain their morphology (it is hard to imagine a scenario
where they would not), our analysis makes quantitative predictions
on the fraction of star-forming ellipticals that should be found on
that part of the diagram, given the morphological mixing of the LRG
sample (not currently known, to our knowledge). This result can be
turned into a test of stellar population synthesis (SPS) models, as
different sets of models will predict a different number density at
those colours. We leave this exploration for future work.

The right-hand-side panel of Fig. 8 shows an uninterrupted trend
to lower Vmatch towards fainter magnitudes. Interestingly, the slope

Figure 8. Average Vmatch weight as a function of colours and i-band magnitude, shown for the two main targeting parameter space diagrams in CMASS.
A darker colour corresponds to a lower value of Vmatch, and the brighter colours to the regions in parameter space that have the largest likelihood of being
progenitors of the LRG sample. The red solid lines show targeting cuts. The orange line on the plot on the left shows the morphology cut derived in Masters
et al. (2011), and the dashed green line shows the blue cut of the cut-II selection in Eisenstein et al. (2001).
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Figure 16. The change in average light luminosity per galaxy per Gyr, computed as per equation (30) as a function of faintest galaxy in the sample. The
three panels show the different weighting schemes used when computing number and luminosity densities: Vmatch on the left, unweighted in the centre and
Vmax on the right. The black line shows rg × 100 for the full sample, and the red line for galaxies with g − i > 2.35. When weighted by Vmatch, rg shows
evidence for a slowly evolving population using both stellar population models (M11 in dashed lines, FSPS in the solid lines; we also show the purely passive
model of Maraston et al. 2009 in the dotted red line – see Section 5.5.1 for details). The trend in the middle panel is dominated by incompleteness issues in
the LRG sample, which are severe for Mi0.55 > −23 (see Figs 12 and 13). V/Vmax weights (right) result in a low rg down to lower magnitudes than V/Vmax,
but it rises steeply with decreasing luminosity beyond that. This could be a result of an inadequate completeness correction or increased merging rate at these
luminosities. In any case, this comparison demonstrates clearly that the way in which the Vmatch weights balance the two samples at low luminosities results
in a well-matched sample in terms of comoving densities and average luminosity per galaxy – as is our goal. Poisson errors are shown for one of the sets of
models only for clarity – they are identical for the other set. See text for further discussion.

Here, rℓ naturally tells a similar tale – for the same comoving
number density, LRGs hold less luminosity than CMASS galaxies.
Removing galaxies with observed colour g − i < 2.35 reduces this
number by !1 per cent at the faintest magnitudes, but a 5 per cent
discrepancy remains, even for the reddest galaxies in the CMASS
sample. As is obvious from the luminosity functions in Figs 12 and
13, these rates are heavily dependent on the slope of the k + E
corrections. Results using the M11 models are identical in shape,
but are lower by a factor of 2–3. That is, the uncertainty in the
modelling of the k + E corrections can potentially overwhelm these
statistics. We return to this at the end of this section. One point
of interest is how the Vmatch Mi0.55 CMASS luminosity function
seems offset from that of the LRGs by an almost constant factor as
a function of magnitude for both FSPS and M11 – this is likely a
result of a k + E correction slope that is too steep.

To help understand the observed evolution, we examine the rate
of change in weighted luminosity per object, or rg as given by
equation (30), which we show in the leftmost panel of Fig. 16.
Recall that, for this statistic, we select galaxy samples based on a
fixed k + E corrected absolute magnitude. Using either SPS model,
rg is between −1 (at the bright end) and 2 per cent (at the faint end).
A steeper evolution seen with M11 is now clear, and it indicates
that the typical luminosity per galaxy increases between the two
surveys, especially at the faint end. A similar trend is seen using
FSPS models, but it is less significant. Processes like merging would
act to change the shape of the luminosity function, according to the
fraction and magnitude of the merging galaxies. However, that is
not what is observed in the Mi0.55 luminosity function with either
set of models. In other words, the fact that we observe a small
value of rg is support for a slowly evolving weighted luminosity per
galaxy between the two surveys. Note that the sign is positive – i.e.

[(n′
LRG/ℓ′

LRG)/(n′
CMASS/ℓ

′
CMASS)] < 1, or in other words, there is

on average more luminosity per galaxy in the LRG sample. This is
now consistent with a small amount of luminosity growth through
merging.

For comparison, we also show rg computed using unweighted
number and luminosity densities, or using Vmax-corrected densi-
ties. In the unweighted case, we see a much steeper trend in an
inferred merger rate with luminosity. This trend is dominated by
incompleteness issues within the LRG sample, which becomes se-
rious at around Mi0.55 = −23, as can be seen in the dashed lines
of Figs 12 and 13. A V/Vmax weight results in a lower inferred
merger rate down to lower magnitudes (Mi0.55 = −22.5), but shows
a steep trend of increasing rg with decreasing luminosity beyond
that. It is difficult to assess whether this effect is due to V/Vmax being
insufficient to fully correct for completeness or whether it is due
to a steeper merging rate at those luminosities (which in turn are
down-weighted using the Vmatch approach). In any case, this com-
parison demonstrates quite clearly that the way in which the Vmatch

weights balance the two samples at low luminosities results in a
well-matched sample in terms of comoving densities and average
luminosity per galaxy.

To summarize, we have a complicated scenario: rN and rℓ only
reflect a true merger rate or luminosity growth in the absence of con-
tamination or unresolved pairs, and a true contamination/unresolved
pairs fraction in the absence of merging. These two quantities are
also sensitive to a change in the slope of k + E corrections as they
rely on matching samples by luminosity and number density. They
show a significant excess of luminosity in CMASS, with respect
to what we should expect from LRGs. rg, measuring the change in
the average luminosity per object, is less sensitive both to the slope
of the k + E correction and to contaminants (provided they have
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weights get increasingly dominated by Poisson error towards faint
magnitudes (see Section 4.1). This is visibly the opposite than what
happens using the Vmatch weights in the opposite panels.

5.3 Rates of change

In order to understand the differences seen in Figs 12 and 13,
we define three estimators to quantify changes as a function of
magnitude. For a pair of samples matched on luminosity density,
we define a merger rate as

rN =
(

1 − nLRG

nCMASS

)
1

!t
, (28)

where !t is the time, in Gyr, between the mean redshift of the two
samples (defined such that !t > 0). Similarly, for a pair of samples
matched by number density, we define a luminosity growth as

rℓ =
(

ℓLRG

ℓCMASS
− 1

)
1

!t
. (29)

These two rates would be exactly a merger rate and a luminosity
growth in the absence of complications such as

(i) resolution issues: close pairs of galaxies failing to be resolved
within instrumental and atmospheric limitations;

(ii) contamination: galaxies in CMASS not following our com-
posite stellar evolution model and evolving into a different region of
colour and magnitude space than that of the LRGs at low redshift;

(iii) loss of light to the ICM when a merging event occurs; and
(iv) a systematic offset in the computation of the absolute mag-

nitudes as a result of the modelling.

We investigate (i) in Section 5.4. Item (ii) is an intrinsic limitation
of any methodology without a full understanding of the evolution of
all galaxy types. Item (iii) can potentially be investigated by using
small-scale clustering and a halo occupation distribution type of
approach, in order to estimate the fraction of satellite merging and a
fraction of light lost to the ICM. We do not perform such an analysis
in the present paper, but we will show in Section 7 how, when taken
together, the results we show in this and in the next section (large-
scale clustering) present a picture that points strongly towards a
small amount of population growth. To deal with item (iv), we also
define a galaxy growth rate by using our samples matched by a fixed
k + E corrected absolute magnitude (see Section 5.1) as

rg =
(

1 − n′
LRG/ℓ′

LRG

n′
CMASS/ℓ

′
CMASS

)
1

!t
. (30)

Here, rg would match the merger rate even in the presence of con-
taminants (assuming that the luminosity function of the contam-
inants was the same as the luminosity function of the CMASS
galaxies). More generally, it can be interpreted as a rate of change
of luminosity per single object across the two surveys. Although rN

and rℓ are dominated by the relative amplitude of the luminosity
function between the two redshifts, rg tells us about differences in
the shape.

5.3.1 Results

We compute rN and rℓ as a function of Mi0.55 (the magnitude of the
faintest LRG in the sample, which was used to compute the matched
samples – see Section 5.1), which are shown in Figs 14 and 15. Our
most inclusive samples (i.e. where Mi0.55 = −22) include ≈95 per
cent of the LRGs and ≈40 per cent of CMASS galaxies, and have

Figure 14. The merger rate, per Gyr, computed as per equation (28) as a
function of the magnitude of the faintest LRG in the sample. The black line
shows rN × 100 for the full sample and the red line for galaxies with g − i >

2.35. The results obtained from using M11 models (dashed lines) show the
same slope with magnitude as the results using FSPS models (solid lines),
but are a factor of 2–3 lower. Poisson errors shown.

Figure 15. The luminosity growth, per Gyr, computed as per equation (29)
as a function of the magnitude of the faintest LRG in the sample. The black
line shows rℓ × 100 for the full sample, and the red line for galaxies with
g − i > 2.35. The results obtained from using M11 models (dashed lines)
show the same slope with magnitude as the results using FSPS models (solid
lines), but are a factor of 2–3 lower. Poisson errors shown.

large stellar masses with log10 M/M⊙ ! 11.2 (Maraston et al., in
preparation).

Note that rN is negative for all magnitudes, although it tends to
zero towards brighter magnitudes. This implies that, for the same
integrated luminosity density, there are more LRG galaxies per
comoving volume than there are CMASS galaxies. That is, CMASS
galaxies appear to be brighter than LRGs in the i0.55 band. This is
expected from our analysis of the luminosity functions of Figs 12
and 13. We emphasize that if this brightening was due simply to the
stellar evolution, and in the absence of other complications, then
our model and Vmatch weights would account for it.
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Figure 1. Black curves in all panels show the marginalized likelihood distributions of our fitted and derived parameters. The fitted parameters are bz0 (first
panel) and σ 8(znode) (second panel, with znode = 0, 0.3 and 0.6 from right to left). The derived parameters are f (z), f (z)σ 8(z) and b(z)σ 8(z). Vertical solid red
lines show the best-fitting values, and the vertical dot–dashed red lines the 1σ confidence intervals. The two panels on the top right show the measured value
of A0,2(z) (black circles) and 1σ errors – the red line shows the best-fitting model. Dashed blue lines throughout show predictions from "CDM and GR, using
the best-fitting values for the fitted parameters. GR is perfectly compatible with our measurements of the growth rate.

Table 1. Summary of the results in this paper. The passive model corresponds to the model described in Section 3,
using the bias evolution for passive galaxies. The free growth model corresponds to the model described in Section 5.2.

Best-fitting value 1σ interval Per cent error

Passive model Free growth Passive model Free growth Passive model Free growth

fσ 8 z = 0.3 0.407 0.366 0.055 0.067 13.55 18.3
z = 0.4 0.419 0.511 0.041 0.064 9.71 12.5
z = 0.5 0.427 0.447 0.043 0.073 10.01 16.3
z = 0.6 0.433 0.441 0.067 0.071 15.27 16.1

bσ 8 z = 0.3 1.436 1.438 0.037 0.062 2.56 4.31
z = 0.4 1.405 1.417 0.037 0.068 2.61 4.80
z = 0.5 1.376 1.321 0.038 0.077 2.67 5.82
z = 0.6 1.348 1.288 0.040 0.070 2.72 5.43

f z = 0.3 0.582 – 0.094 – 16.1 –
z = 0.4 0.626 – 0.083 – 13.2 –
z = 0.5 0.668 – 0.090 – 13.5 –
z = 0.6 0.708 – 0.127 – 17.9 –

b z = 0.3 2.05 – 0.153 – 7.46 –

σ 8 z = 0 0.804 – 0.051 – 6.41 –
z = 0.3 0.704 – 0.049 – 7.04 –
z = 0.6 0.617 – 0.050 – 8.22 –
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Figure 1. Black curves in all panels show the marginalized likelihood distributions of our fitted and derived parameters. The fitted parameters are bz0 (first
panel) and σ 8(znode) (second panel, with znode = 0, 0.3 and 0.6 from right to left). The derived parameters are f (z), f (z)σ 8(z) and b(z)σ 8(z). Vertical solid red
lines show the best-fitting values, and the vertical dot–dashed red lines the 1σ confidence intervals. The two panels on the top right show the measured value
of A0,2(z) (black circles) and 1σ errors – the red line shows the best-fitting model. Dashed blue lines throughout show predictions from "CDM and GR, using
the best-fitting values for the fitted parameters. GR is perfectly compatible with our measurements of the growth rate.

Table 1. Summary of the results in this paper. The passive model corresponds to the model described in Section 3,
using the bias evolution for passive galaxies. The free growth model corresponds to the model described in Section 5.2.

Best-fitting value 1σ interval Per cent error

Passive model Free growth Passive model Free growth Passive model Free growth

fσ 8 z = 0.3 0.407 0.366 0.055 0.067 13.55 18.3
z = 0.4 0.419 0.511 0.041 0.064 9.71 12.5
z = 0.5 0.427 0.447 0.043 0.073 10.01 16.3
z = 0.6 0.433 0.441 0.067 0.071 15.27 16.1

bσ 8 z = 0.3 1.436 1.438 0.037 0.062 2.56 4.31
z = 0.4 1.405 1.417 0.037 0.068 2.61 4.80
z = 0.5 1.376 1.321 0.038 0.077 2.67 5.82
z = 0.6 1.348 1.288 0.040 0.070 2.72 5.43

f z = 0.3 0.582 – 0.094 – 16.1 –
z = 0.4 0.626 – 0.083 – 13.2 –
z = 0.5 0.668 – 0.090 – 13.5 –
z = 0.6 0.708 – 0.127 – 17.9 –

b z = 0.3 2.05 – 0.153 – 7.46 –

σ 8 z = 0 0.804 – 0.051 – 6.41 –
z = 0.3 0.704 – 0.049 – 7.04 –
z = 0.6 0.617 – 0.050 – 8.22 –
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Table 2. Covariance matrix for the fitted parameters recovered
from the MCMC described in Section 5.

bz0 σ 8(0) σ 8(0.3) σ 8(0.6)

bz0 0.023 35 – – –
σ 8(0) −0.006 917 0.002 666 – –
σ 8(0.3) −0.007 086 0.002 338 0.002 459 –
σ 8(0.6) −0.007 000 0.002 293 0.002 482 0.002 570

Figure 2. Evolution of fσ 8 as a function of redshift for the passive model
and free growth. The black data points are from Blake et al. (2011d), Percival
et al. (2004), Tegmark et al. (2006) and Guzzo et al. (2008), as collected
by Song & Percival (2009). We also show measurements from Samushia
et al. (2012) and Reid et al. (2012). For completeness, we also show the
measurements of Davis et al. (2011) and Turnbull et al. (2012) from peculiar
velocities at z = 0.02, as compiled by Hudson & Turnbull (2012). The
smooth solid line shows the prediction of "CDM and GR, using a WMAP7
cosmology with σ 8(z = 0) = 0.81.

to use equations (2) and (3), but now drop the constraint on the
bias evolution given by (4). We use an MCMC similar to the one
described in Section 5, adapted to reflect the different parameters
in this model, of which there are eight. The evolution of fσ 8 can be
seen in the blue points of Fig. 2, and we show the full set of results
in Table 1 under the header of free growth. We see a loss in precision
of up to a factor of 2 in the estimation of f (z)σ 8(z) and b(z)σ 8(z),
when compared to the constraints obtained using the passive model.
Note that the measurements quoted under free growth in Table 1 at
each redshift are now independent.

5.3 Constraining power

As it is difficult to judge the constraining power of correlated mea-
surements, we undertake the following exercise. Assuming GR and
"CDM, we assess how well σ 8(z = 0) can be constrained, using
each set of points in Fig. 2. When using literature data, we assume
the likelihood surfaces to be Gaussian, and in the case of multi-
ple measurements we assume them independent. In the case of the
measurements derived in this paper, we use the best-fitting σ 8(znode)
values and their covariance. We show the resulting constraints in
Fig. 3. The constraints from the passive model are approximately

Figure 3. Constraints on σ 8(z = 0) from the data points in Fig. 2, assuming
"CDM and GR. The vertical shaded bar shows the constraints placed by the
joint data analysis in WMAP7 (Komatsu et al. 2011). The constraints from
the passive model are approximately 1.5 times better than a free growth
model, and competitive relative to Reid et al. (2012) on the full CMASS
sample. On the left we show the data set used for each measurement.

1.5 times better than a free growth model, and competitive when
compared to state-of-the-art results of Reid et al. (2012) on the full
CMASS sample, and Blake et al. (2011d) with WiggleZ.

6 SU M M A RY A N D C O N C L U S I O N S

We demonstrate for the first time how using a passive sample of
galaxies can enhance the accuracy of the measurement of the growth
rate, via the added knowledge of the evolution of the large-scale
galaxy bias. Our results are fully consistent with a flat "CDM
model and GR. When compared to fitting bσ 8 and fσ 8 indepen-
dently at each redshift, we find an increase in precision of up to a
factor of 2. If we translate our "CDM measurements into a con-
straint on σ 8(0), assuming "CDM and GR, we find that a passive
model gives σ 8(0) = 0.79 ± 0.045, which is a nearly 1.5 times
improvement on the results obtained using a free growth model,
σ 8(0) = 0.785 ± 0.065. Furthermore, these constraints are com-
parable with those obtained using the measurement of Reid et al.
(2012), σ8(0) = 0.755+0.065

−0.060, whilst only using ∼40 per cent of the
BOSS CMASS galaxies (but adding SDSS-I/II). This technique of-
fers great potential, and it will deliver highly competitive results as
BOSS gathers more data.

A smaller statistical error in the measurements will require a
more sophisticated modelling of non-linearities in the treatment of
RSDs, as well as a potential extension of the bias evolution model
to accommodate a sample of galaxies that will be increasingly less
dynamically passive as we extend this work in luminosity and/or
redshift. The obvious caveat is that we need to provide a convincing
case that a sample is well matched to passive evolution. For our
sample, this was provided by Tojeiro et al. (2012).

With the right data set and modelling, it is straightforward to
extend this technique to higher redshift, and map the growth of
structure over a larger fraction of the age of the Universe.
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Constraining power: 
1.5 better than a free-growth on same data and 

scales. 
Comparable to state-of-the-art measurements on 

smaller scales. 
Get f(z) directly. 
Potential systematics: very different.



But - at lower luminosities, bluer colours and higher-z, passive 
evolution is an increasingly poor assumption. Can we learn from 

a more general bias model?

[Chan et al. 2012; Duckworth et al., in prep]

non-constant number density galaxy growth/loss

What next? Extended redshift range in upcoming surveys is 
rather tempting.



The evolving number density:

parametrising galaxy formation 
across cosmic time

parametrising the dark matter 
density field

For eBOSS, we need a further w(z) to account for selection 
window -> completeness via clustering redshifts will help 

(Dominic Bates et al., in prep)



• RSD using large ( > 30 Mpc/h) scales is a possibility and 
promising complementary route, given a carefully chosen and 
weighed galaxy sample.  

• Passive galaxies have yielded the first measurement of this sort, 
using the simple bias model of Fry 1996. 

• Extension to higher-z, fainter or bluer galaxies will require a more 
accommodating bias model, now under exploration. 

• Future work: fitting expansion history simultaneously; quasi-linear 
effects; velocity bias; HOD model; MG tests with f(z). 

Part II: summary & future work

Tojeiro et al. 2012 MNRAS 424 136 
Tojeiro et al. 2012 MNRAS 424 2339 
Bates, Tojeiro et al. in prep 
Duckworth, Tojeiro et al. in prep



I - Galaxy spectra and non-parametric SFHs

II - Measuring redshift space distortions on large scales

III - The formation time of halos



Halo/galaxy assembly bias

• Theoretical models of the halo-galaxy relationship 
assume that galaxy populations in DM halos depend 
only on halo mass.  

• very successful at describing the clustering of galaxies 
of different luminosity, colour or environment. 

• However, simulations shows that the clustering of DM halos 
depends not only on their mass but also - often in a complex 
way - on their assembly history. I.e. halos of the same mass 
cluster differently according to how long ago they assembled 
their mass: assembly bias.



Simulations and observations

• Halo assembly bias detected in simulations [Gao, Springel & White 2005; 
Wechsler et al. 2006; Gao & White 2007; Croton, Gao & White 2007; Li, Mo & Gao 
2008], usually by studying clustering strength as a function of halo 
assembly time at fixed halo mass. 

• Results are less clear in data. Using galaxy clustering amplitude 
some have found evidence on galaxy properties that is consistent 
with assembly bias [e.g. Yang, Mo & van den Bosh 2006, Wang et al. 2008, 
2013], but using different techniques others have not [e.g. Blanton & 
Berlind 2007; Tinker et al. 2008]. 

[Gao et al. 2005]



Simulations and observations

• Halo assembly bias detected in simulations [Gao, Springel & White 2005; 
Wechsler et al. 2006; Gao & White 2007; Croton, Gao & White 2007; Li, Mo & Gao 
2008], usually by studying clustering strength as a function of halo 
assembly time at fixed halo mass. 

• Results are less clear in data. Using galaxy clustering amplitude 
some have found evidence on galaxy properties that is consistent 
with assembly bias [e.g. Yang, Mo & van den Bosh 2006, Wang et al. 2008, 
2013], but using different techniques others have not [e.g. Blanton & 
Berlind 2007; Tinker et al. 2008]. 

• Recently Zentner et al. 2015, for example, showed that ignoring halo 
assembly bias results in a systematic bias of the inferred galaxy-halo 
relationship from clustering in simulations.



Halo formation times

• Part of the difficulty is finding a good observational proxy for halo 
formation time: might resolved SFHs help? 

• We investigate this using the SAM of Henriques et al. 2015, run 
on the Millennium simulation.



[Li et al 2008]

[Eardley, Tojeiro, Peacock, in prep.]



Potential observational proxies: 

Instantaneous SFR 
Mass-weighted age 

Mstellar / Mhalo 
txx - time at which xx% of the stellar mass formed  
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Figure 2. The proxy vs. halo mass relationship for the 5 observational proxies discussed in the text (left to right: MW-Age, RW-Age, SFR, M
s

/M
h

, t
50

).
Red lines show the median (solid) and 20th and 80th quantiles (dashed) of each proxy in bins of host halo mass.

Figure 3. The dependence of each proxy (left to right: MW-Age, RW-Age, SFR, M
s

/M
h

, t
50

) on halo formation time. Each row of panels shows one of the
3 formation times (from top to bottom: f

1/2

, f
vMax

and f
core

). Red lines show the median (solid) and 20th and 80th quantiles (dashed) of each proxy in bins
of halo formation time.

ever, the assembly history of the stars in the central galaxy will
only follow the assembly history of the central halo as the latter
grows via mergers that induce star-formation: in the limit of total
absence of merger-induced star-formation, the two histories would
be [almost?] entirely uncorrelated. Given the stochasticity in this
process, it is then not surprising that the star-formation history of
a galaxy is a worse predictor of halo formation time than an inte-
grated quantity, such as M

s

/M

h

5 GALAXY OBSERVABLES

An observable that is in principle correlated with halo formation
time is only of use if it can be robustly estimated from current or
future data. In this section we study this.

6 CONCLUSIONS AND DISCUSSION

Test on other SAMs and simulations, hydros? More complicated
proxy eg combination of observables, or machine learning?
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Can we find a good observational proxy  
for halo formation time?



<— machine learning

Application to GAMA under way!



Part III - summary & future work

• Assembly bias has the potential to affect many studies in galaxy evolution and 
cosmology. Lots of beautiful work on the theory side, but observationally very hard to 
study.   

• We investigate proxies for halo formation time using a SAM.  

• Mstellar/Mhalo seems like the best predictor of formation time, but a measurement of 
the shape of the SFH helps. 

• Large dependency on halo mass regardless. 

• From simulations, we expect other halo properties (e.g. concentration) to affect the 
statistical properties of the halos and galaxies within them - can we ever hope to 
observationally disentangle them? What observables should we be focusing on? 

• Application to GAMA underway (where photometry and well matched multi-wavelength 
aperture photometry is now available).



Overall summary and take-home messages

Abundant information in 
optical spectra that is 
comfortably sufficient to 
answer a number of 
interesting and unexplored 
questions. 
Full-spectral fitting is 
challenging (ask me why) 
but worth it. 

Non-parametric SFHs open 
up a vast parameter space 
space that is still largely 
unexplored - and are the 
only way to tackle some 
important problems. 
Simulations are wonderful 
validation tools. 
Non-parametric SFHs from 
panchromatic + spectral 
data now a real possibility. Rita Tojeiro  

STFC Ernest Rutherford Fellow

L’Oréal for Women in Science UK&I Fellow

University of St Andrews Thanks!



more stuff



What next?

Suite of “spectral observations” from Hen15 light-cone (and EAGLE to 
follow) to mimic a range of surveys. Fundamental tool to understand 
and quantify limitations of any methodology. 

We need to do this beyond the optical!

MagPhys,analysis,



MagPhys,analysis,

Why? 
Ability to pin down young and old populations. 
Good treatment of dust (stellar masses independent of 
inclinations). 
Higher resolution in lookback time: science! 



MagPhys,analysis,

Why is it difficult? 
Requires energy-balance or radiative transfer treatment. 
Non-linear - current approaches use parametric SFHs only. 
Takes time. 
More models to depend on! 
Ideal: Bayesian approach with an MCMC, an adaptive-grid in 
lookback time and a way to marginalise over issues of 
parametrisation. If you have ideas - see me! 



GAMA:,PDF,

Driver,et,al,(2015,,astro%ph/Today),,gama%psi.icrar.org,

21,band,photometry,plus,MAGPHYS,fits,for,221,000,galaxies,

GAMA panchromatic data release is here: 221K galaxies, 21-
band aperture matched, deblended photometry + spectra. 

If not now, when?


